TSG-RAN Working Group 3 Meeting #22


R3-011964 
Sophia Antipolis, France, July 2-6, 2001

Agenda Item:
10.1.4
Source: 
Ericsson

Title: 
PPPmux 
Document for:
Decision

1 Introduction

This contribution proposes that PPPmux for IP UTRAN shall not be a mandatory requirement. 

2 Description

2.1 General

The PPPmux subject has been treated in a number of contributions.

PPPmux is a link layer optimisation for small packets (e.g. voice packets) that has been shown in simulations in [1] to give bandwidth gains in the order of 10% compared to PPP (only). 
Other contributions such as [2] has raised concerns mainly about system complexity and about multiplexing delay, transmission delays and jitter leading to an overall latency increase.
The PPPmux draft [3] itself mentions the multiplexing latency and packet error considerations. 
2.2 System complexity
 [3] also gives an indication of the additional system complexity by describing the transmitter and receiver procedures needed. 
At the transmitter side a multiplexing process is included after the PPP logic but before the Multilink PPP logic and the actual framing and transmitting functions used on the channel. The PPPmux logic must keep track of the last used PID, maximum subframe length and must also buffer the complete PPPmux frame before transferring it to the framing, CRC calculation and transmitting functions. The PPPmux subframes include a length field that must be calculated for each subframe. Three different criteria to stop the multiplexing process are also described. In addition to this, timers can be implemented in order to control the additional queuing delay and/or the multiplexed frame size. 
The receiver must first wait for the complete multiplexed frame in order to calculate the CRC. If the CRC is not correct the whole multiplexed frame must be discarded. In addition the receiver must also store the last received PID in order to append the correct PID before sending the subframe to the PPP logic. As there are length fields in the subframes the draft mentions some error cases if the length field of the last subframe exceeds the data remaining in the packet.
2.3 Delay considerations
In [1] it has been proposed that one PPPmux packet should contain 10 subframes. If each subframe on Iub is an AMR packet we get 10*[1(Length)+ 4(cUDP/IP)+ 9(FP)+32(AMR12.2)] +4(Flag, PID, CRC) = 464 byte. This packet gives a 1.8 ms transmission delay on an E1 link as the CRC is at the end of the packet. One PPP-packet is 4+9+32+4=49bytes, which gives 0.2ms delay on an E1.
[4] gives the delay budget for the Access Stratum and there one can find that the multiplexing and demultiplexing delay for Iub is estimated to 7ms. The bandwidth gains shown in [1] for PPPmux does not justify consuming such a large part (1.8ms) of the delay budget of 7ms.

2.4 Simulation Results

Different MRU sizes for PPPmux have been simulated using the ON-OFF model of [5] Annex A.4.1. PPP is also included for reference. The distributions of both ON and OFF periods were exponential with 3s mean value. The Iub interface has been used with an AMR 12.2 codec, which gives 45 bytes packets excluding PPP and HDLC in the ON periods. 18 byte long SID packets were sent in OFF periods in every 160 ms. The bandwidth on the link is 1920kbit/s. Delay is shown in the graph below.
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The graph above suggests that we can have 160 users on a link using PPPmux and 151 users for PPP. This gives 6% (151/160=0,944) bandwidth gain for PPPmux.
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This graph shows that the average overhead for PPP(mux) and HDLC goes from 9.5% for PPP to 7% for PPPmux with an MRU of 300 bytes if the link is fully loaded with AMR-packets. Overhead is defined here as the size of PPP(mux) and HDLC headers divided by the size of the PPP frame. Note, that the overhead gain is not so high when the link is not highly loaded with small AMR-packets, i.e. the link is not saturated by voice users. This means that PPPmux does not give many percent of bandwidth gain if you mix small packets with larger packets that do not use PPPmux. There are simply not enough small packets in the queue, when the PPPmux frame must be sent on the link.
2.5 Conclusions
The advantage of bandwidth efficiency for PPPmux does not outweigh the disadvantages such as system complexity, overall latency and packet error considerations. PPPmux is an optimisation that is not needed to be included as a mandatory requirement in UTRAN, where narrowband links are commonly used and delay must be carefully monitored.
3 Proposals

1. Add section 2 to the IP UTRAN technical report [5]  in section 6.4.2 ”Solution comparison data”.

2. The following text change should be made in section 7.5 of [5]:


UTRAN NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression and the PPP extensions PPPmux
 and ML/MC-PPP. 
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� The mandate for PPPmux is currently a Working Assumption 
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