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1  Purpose
It has already been decided to specify an IP stack for the point-to-point interworking case based on PPP. In order to keep the L1/L2 as open as possible, it has been decided that the scope of the stack recommended by RAN3 should be minimum. This means that the stack should be “good enough” but further optimisations will be left to vendors and operators decision.

The support of PPPmux is still currently under study for this stack. The purpose of this paper is to show that PPPMux actually has an added value in terms of bandwidth efficiency but this added value depends on the layer 2 and is marginal with PPP/HDLC.

The paper also shows that PPP/HDLC without PPPmux is sufficient to reach the “good enough” performance and hence PPPmux is part of the network optimisations when PPP/HDLC is used.

2 PPPmux bandwidth efficiency

A variety of layer 2 protocols are available for transporting UDP/IP packets over narrowband E1/T1 links. Figure 1 depicts some of these protocols and the primary function of each sublayer.

2.1 Protocol stacks compared
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Figure 1 – Layer 2 Protocol Combinations

This paper considers the following protocol combinations:

1. compressed UDP/IP over PPPmux over Multiclass Multilink PPP (MC-ML-PPP) over

1. ATM Adaptation Layer 5 (AAL5) over ATM with Inverse Multiplexing for ATM (IMA)

2. HDLC

To evaluate the improvements in bandwidth efficiency provided by these stacks, the following compressed / non-multiplexed stacks, and uncompressed / non-multiplexed stacks are also analyzed:

2. Compressed UDP/IP over MC-ML-PPP over

3. AAL5 over ATM with IMA

4. HDLC

3. UDP/IP (uncompressed) over MC-ML-PPP over

5. AAL5 over ATM with IMA

6. HDLC

4. AAL2 / ATM with IMA (as in Release 1999)

2.2 Analytical Results

A spreadsheet was developed to calculate the bandwidth efficiency of each of the protocol stacks including the overhead applied at all layers from layer 4 (UDP) down to layer 1 (E1). Results have been calculated for both voice and data with the following characteristics:

5. AMR Voice at 12.2 Kbps, 20 ms TTI

6. 384 Kbps Packet Switched Data, 20 ms TTI

The results for each of the protocol stacks are depicted in Figures 2 to 4. From these results, the following key observations can be made:

· cUDP/PPP over HDLC is essentially equivalent to R99 aal2/atm for voice and 12% better for data. It is already a “good enough” stack.

· cUDP/ PPPmux over HDLC shows less improvement compared to PPP/HDLC (equal result for data and 7% gain for voice);  PPPmux is an optimization that might be considered for voice by vendors and operators.
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Figure 2 – Bandwidth Efficiency for 40 Byte Voice FP Frame
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Figure 3 – Bandwidth Efficiency for 1016 Byte 384 Kbps PS FP Frame

3 Summay

In this contribution, the “good enough” stack for point-to-point interworking has been defined with R99 aal2/atm as reference point. It is assumed the recommended stack should be at least as efficient as the R99 aal2/atm stack.  It has been shown that:

· PPPmux need not be included if the recommended protocol stack for point-to-point interworking is PPP/HDLC over E1 links. Indeed, PPP/HDLC without PPPmux is sufficient to reach the “good enough” performance.

· PPPmux can be envisaged as part of the network optimisations when PPP/HDLC is used.

4 Proposal

It is proposed that section 2 is captured in the Study Area (Chapter 6.4.2 ”Solution comparison data” of Transport Bandwidth Utilisation) of the TR [1].

It is also proposed to capture (or replace with) the following statement in the agreement section of the TR [1] if HDLC is the selected recommended layer2:

UTRAN NEs having interfaces connected via  E1/T1/J1 facilities should  support PPP/HDLC [12] and should also support IP Header Compression and the PPP extensions  ML/MC-PPP .

5 Annex A

This section explains the assumptions made about each of the protocol layers in calculating bandwidth efficiency.

5.1 UDP/IP

Layer 4 is UDP with 8 byte header. The UDP checksum is disabled, i.e., the checksum field is set to zero.

Layer 3 consists of IP version 4 with a 20 byte header, no options, and an IP ID field that increments by a fixed amount each packet.

5.2 Compressed UDP/IP

UDP/IP header compression is applied according to [RFC2508] using the COMPRESSED_UDP header format with 2 bytes. The header contains a context ID (1 byte, using the short format), a control field (4 bits) that indicates when the IP ID field is included, and a sequence number (4 bits) that is used to detect packet loss.

The compressed packet is encapsulated by PPP according to [RFC2509]. The PPP Protocol ID is needed to distinguish COMPRESSED_UDP packets from FULL_HEADER packets. FULL_HEADER packets occur infrequently and are therefore ignored.

5.3 PPPmux

Short compressed UDP/IP packets are multiplexed together using PPPmux (see [draft-ietf-pppext-pppmux-02.txt]). PPPmux operates by combining two or more short PPP frames into one larger PPP frame (see Figure 5). The inner PPP frames, called subframes, are prepended with a short subframe header that indicates the length of the subframe (LXT and LenN fields in Figure 5) and optionally the protocol ID of the subframe. The group of subframes is encapsulated with an outer PPP header that includes a protocol ID indicating the use of PPPmux within the frame. 

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+   +-+-+-+-+-+-+-+-+-+-+-+-+ 

   |       +P|L|     + Inner +     +   +P|L|     + Inner +     + 

   | Outer +F|X|Len1 + PPP   +     +   +F|X|LenN + PPP   +     +  

   | PPP   +F|T|     + Prot. +Info1+ ~ +F|T|     + Prot. +InfoN+  

   | Header+ | |     + Field1+     +   + | |     + FieldN+     + 

   | (1-4) +  (1-2 ) + (0-2) +     +   +  (1-2)  + (0-2) +     + 

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+   +-+-+-+-+-+-+-+-+-+-+-+-+

           <--- subframe 1 -------->   <--- subframe N -------->

Figure 5 – PPPmux frame format

The inner PPP protocol ID field is assumed to be 0 bytes long, as would be the case if the protocol ID is the same as the default ID negotiated using the PPPmux control protocol. The length field (LenN) is assumed to be 1 byte long, i.e., the short length format that can handle subframes up to 63 bytes long. The outer PPP header is assumed to be 1 byte long, i.e., the short form of protocol ID is used, and the address and control fields have been negotiated away.

PPPmux is only applied to short frames, so that the multiplexed frame does not need to be fragmented by the MC-ML-PPP sublayer. The calculations assume that PPPmux is only applied if the resulting multiplexed frame is less than or equal to 256 bytes in length. A frame that is too long to be multiplexed does not have a PPPmux subframe header, only an inner PPP protocol ID, which is assumed to be the 1 byte long short format.

5.4 MC-ML-PPP

Multiclass Multilink PPP (MC-ML-PPP) (see [RFC2686]) is applied to all stacks (except Release 1999 which is ATM only) for two reasons:

7. To allow more than one narrowband physical link to be used in parallel to increase the available bandwidth;

8. To provide fragmentation of large non-real-time frames that would otherwise add significant jitter to the link(s).

Multilink PPP (without Multiclass Extensions as in [RFC1990]) is not considered since it is limited to only two simultaneous classes, i.e., multilink and not multilink. When used in this manner to implement two classes, [RFC1990] is usually restricted to operating over only one physical link, due to the possibility of misordering the non-multilink frames.

The MC-ML-PPP header consists of a control field that contains an indication of the class of the frame, plus a sequence number that is used to maintain ordering of frames at the receiver when frames are sent over multiple links in parallel. Figure 6 depicts the short header format, where the control field is 4 bits including 2 class bits, and the sequence number is 12 bits long. The short header format supports up to 4 classes simultaneously in flight across the link. The MC-ML-PPP header is prepended with a PPP header to identify the contents of the frame as MC-ML-PPP. It is assumed that the Address and Control fields of the PPP header have been negotiated away, and the short format of protocol ID is used, 1 byte long. 

                +---------------+

   PPP Header:  | PID     0x3d  |

                +-+-+-+-+-------+---------------+

   MP Header:   |B|E|cls|    sequence number    |

                +-+-+-+-+-------+---------------+

                |    fragment data              |

                |               .               |

                |               .               |

                |               .               |

                +---------------+---------------+

Figure 6 – Multiclass Multilink PPP Header

The MC-ML-PPP header is applied to each fragment, when fragmentation occurs. Fragmentation is applied only to frame that are larger than a fragmentation threshold, which for these calculations was set to 256 bytes. This value is selected to be less than or equal to the PPPmux multiplexing threshold discussed above, so that multiplexing does not cause fragmentation to occur.

5.5 HDLC

The HDLC sublayer provides two functions: frame delimiting, and error detection. Frame delimiting is provided by a “flag” byte between frames. To prevent payload bytes from being interpreted as a flag, an escape mechanism is used, either bit stuffing or byte stuffing. The calculations in this paper assume the use of bit stuffing with an overhead factor of 1.9%. The HDLC layer adds a 2 byte frame check sequence to the end of each frame to detect errors anywhere in the frame.
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7 Acronyms

AAL2
ATM Adaptation Layer 2

AAL5
ATM Adaptation Layer 5

AMR
Adaptive MultiRate voice coder / decoder

ATM
Asynchronous Transfer Mode

cUDP/IP
compressed UDP/IP
cls
class

CPCS
Common Part Convergence Sublayer
CPCS-UU
CPCS User-to-User field

CPI
Common Part Indicator

CRC
Cyclical Redundancy Check

DCH
Dedicated transport CHannel

E1
Narrowband link at 2048 Kbps

FP
Frame Protocol

HDLC
High speed Data Link Control

ICP
IMA Control Protocol

ID
Identifier

IETF
Internet Engineering Task Force

IMA
Inverse Multiplexing for ATM

IP
Internet Protocol

IP ID
Identification field of IP header

Iub
UMTS Interface between NodeB and Controlling RNC

Iur
UMTS Interface between Drift RNC and Serving RNC

LXT
Length Extension – indicates whether short or long version of length field is being used in PPPmux subframe
MCMP
Multiclass Multilink PPP (same as MC-ML-PPP)

MC-ML-PPP
Multiclass Multilink PPP

ML-PPP
Multilink PPP

MP
Multilink PPP (same as ML-PPP)

ms
milliseconds

PAD
padding

PDU
Protocol Data Unit

PFF
Protocol Field Flag – indicates whether protocol ID field is included in PPPmux subframe
PID
Protocol ID

PPP
Point-to-Point Protocol

PPPmux
PPP Multiplexed Option

PS
Packet Switched

QoS
Quality of Service

RFC
IETF Request for Comments

RNC
Radio Network Controller

SID
Silence Insertion Descriptor

T1
Narrowband link at 1536 Kbps in Synchronous Digital Hierarchy

TTI
Transmission Time Interval

UDP
User Datagram Protocol

UMTS
Universal Mobile Telecommunications System

VC
Virtual Connection

VCmux
Virtual Circuit Multiplexing






























































































� The mandate for PPPmux is currently a Working Assumption 
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