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1. Introduction

[1] presents two different approches, where traffic is differentiated in IP Transport Network Layer. Whatever the approach, UTRAN flows are potentially queued and differentiated in IP Transport Layer according to priorities or traffic classes.

In order to enable this differentiation, traffic needs to be classified, i.e. priority or traffic class shall be determined according to some information known by nodes prioritising between UTRAN flows. This classification may need specific signalling or alternatively can be based on O&M operation only.
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Figure 1: Tasks involved in QoS provisioning.

This paper presents the alternatives and implication of provisioning this flow classification for IP Transport in UTRAN. It is finally proposed to keep all alternatives open in standard definition.

2. UTRAN QoS classes

2.1. Traffic in UTRAN Transport Network

Various traffics can coexist on an IP Network used for UTRAN Transport:

· Non UTRAN traffics with possibly various QoS requirements.

· UTRAN O&M implementation specific traffic, tolerating best effort service.

· UTRAN signalling (xxAP), with real-time constraints.

· UTRAN user plane traffic, with various real-time constraints linked to RAB characteristics or to UTRAN specificity (DHO, MAC scheduling).

Real-time constraint of UTRAN traffic means that statistical delay guarantees are required, with possibly more than one time constraint class.

2.2. Classes of service in Transport Network

If all time constraint traffic is considered in the same class, it cannot be distinguished and shall be considered as a whole aggregate. Such an option can be sub-optimal and lead to over-provisioning of resource, as ATM and IP transport simulations have already proven.

For instance, last mile low bandwidth link needs to be over-dimensioned if long low priority packet can not be fragmented to interleave short high priority packets.

On the other hand, every traffic flow can be considered as a separate class, so that transport service is delivered on an individual flow basis. Such an option can be extremely costly to manage in a routed IP network, because it would need a lot of signalling and would not scale well.

Any intermediate solution between these extreme cases is meaningful, although standard definition should not preclude any. Additionally an interesting option can be to have a larger set of classes in the edge of the IP network and less classes or aggregates in higher bandwidth links.

For instance, more real-time classes can be considered in low speed links towards and from Node Bs, although less classes would be considered in higher bandwidth links.

3. Flow Classification in IP Networks

Once these QoS classes have be defined and the respective priorities or requirements set, it shall be possible for UTRAN traffic to be recognised as pertaining to each of the individual classes, so that transport nodes can deliver appropriate QoS. Therefore nodes implementing Transport function are not only responsible for differentiating service among a set of IP packets but also to classify those IP packets to be able to deliver the respective QoS.

Classification can basically be realised according to specific layer information, such as header field values or context information. One can distinguish between Radio Network Layer and Transport Network Layer based classification.

3.1. Classification based on RNL information

For instance, SRNC knows about relative and absolute QoS requirements for RABs and can base its transport differentiation on RNL information based classification. It is an implementation issue only how this can be done, but it is very easy to realise thanks to additional information in layer to layer primitives.

In DRNC and Node B, such a classification can be envisaged if relevant RNL information is available. However QoS requirements as extensive as RAB parameters may not be available in those nodes.

RNL information is assumed to be unreachable in intermediate transport nodes that are UTRAN agnostic. In those nodes, classification can only be done with standard or classical IP methods.

3.2. Classification based on TNL information

Various QoS models and solutions exist for IP networks, with specific advantages and best uses. However they have common features that they all need to realise, like flow classification. Instead of listing all QoS solutions, this section limits to information commonly used to classify IP flows to provide QoS:

· IP TOS (Type of Service) field can be used to classify among some traffic classes. This field is used in core Diffserv routers to deliver Per Hop Behaviour (so called Behaviour Aggregate Classifier).

· L3/L4 fields: IP header and Transport Protocol (UDP, TCP, and SCTP…) contain additional fields that can be used to classify among IP packets. Most commonly used fields are IP addresses, Transport Protocol ports and Protocol Identifier of IP header. Those classifiers are called Multi-Field Classifiers.

· MPLS label can also be used to distinguish among separate FEC (Forwarding Equivalence Class), even if they share a common destination.

· MPLS EXP (Experimental) bits are also proposed to be used to provide flow classification on a granularity similar and compatible with Diffserv model.

Input interface can also be used when classifying packets.

4. Classification Configuration

Classifications presented in 3.2 are relevant in the Transport Network Layer only. Nevertheless, they shall be defined according to UTRAN QoS requirements and to RAB classes, since those requirements are known by RNL.

Such a mapping can be done:

· At Transport bearer selection, when deciding transport bearer end point addressing that can later be used to classify the flows (e.g. IP, UDP addresses directly or mapped on MPLS label).

· At UTRAN flow source (Node B, RNC) on a packet per packet basis, by assigning the relevant TOS field, EXP field or by encapsulating in the relevant MPLS label.

Both methods offer different characteristics that are detailed hereafter.

4.1. Transport bearer based classification

Transport Bearer based classification can be very fine but impose intermediate node to be aware of part of or all end point addressing. This is needed to create filters based on this information in intermediate nodes.

This knowledge of transport bearer addressing by intermediate transport nodes can be:

· Signalled for each individual transport bearer, but it would need non-scalable and complex signalling like RSVP.

· Pre-configured with semi static classification filters based on partial transport bearer addressing information, e.g. source UDP port, destination IP address etc. With such an alternative, intermediate transport nodes need not to be signalled at transport bearer establishment of particular filtering for the new bearer. Intermediate nodes can either be configured by O&M or by aggregate RSVP reservations.

Moreover, if the classification is based on destination information only, the source node may be unaware of classification. It does implicit classification ruled by destination node at transport bearer termination selection.

4.2. Packet per packet classification

If QoS is marked in source node by relevant tagging in IP or MPLS headers, filtering in intermediate node is simpler. The classification in intermediate transport nodes does not depend on end node transport addresses and therefore is simpler to configure and manage.

On the other hand, the granularity may be coarser if only TOS or EXP bits are available to distinguish between traffic classes. 

5. Conclusion

All proposed classification schemes have beneficial characteristics and none should be precluded by the standard. Both alternatives of following items should be allowed:

· Flow per flow or aggregate classification,

· Classification based on packet per packet information or on flow addressing information,

· Classification set-up by source node or destination node of transport flow.

6. Proposal

It is proposed to introduce chapter 3 and 4 under new sub-sections of paragraph 6.3 dealing with Quality of Service in IP Transport Technical Report.

It is proposed to add text from chapter 5 into sub-section 7.2 of IP Transport Technical Report.
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� Differentiation has a larger meaning than DiffServ acceptation. Even in IntServ model, IP packets are differentiated according to flow filtering, i.e. they receive different services according to established reservations.
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