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1 Introduction

Efficient utilisation of transport resources has been agreed as a requirement for R4 IP Transport in UTRAN Work Item. Multiplexing of user plane data is considered as a solution to provide this efficiency.

This contribution analyses some architecture scenarios, which show applications of multiplexing. Every scenario is characterised by specific location of transport functions. It is shown how each scenario brings specific benefits that could justify its implementation. 

The discussion is general for several multiplexing solutions, as proposed in the Work Item TR. The purpose of the paper is to extract valuable scenarios, and then to agree on functions that shall be supported, as stated by the standard on each node interface. When this is agreed, next step shall be decision on protocols to be supported on node interfaces with optional and mandatory features enabling all relevant scenarios.

2 Transport network architecture

An example for a general architecture for an IP transport network is given in the TR.
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Figure 1: Example Architecture for IP Transport Network

In this example, two different kinds of links are considered:

· High speed links with no strong bandwidth efficiency requirements. They are most likely located inside the transport network and towards the RNC.

· Low speed links, typically n times E1, connecting Node Bs together or towards Edge Router or RNCs.

It is not expected that any low speed link between an Edge Router and an RNC brings any interest and it is therefore not a valuable scenario.

There might be higher speed links connecting Node B, but this case cannot be expected everywhere on the field.

3 Multiplexing

Transport resource efficiency has been agreed as a requirement. Two aspects of efficiency are to be considered:

· Efficient bandwidth utilisation, i.e. reduced overhead per user payload. It can be calculated as the ratio of overhead over bandwidth utilisation.

· Efficient processing utilisation: IP routers are not only scaled by interface rates, but also by processing capacity since IP may induce more complex handling than other switching solutions. For instance, there may be a limitation in number of packets than can be forwarded per second: if mean packet size is small, this limitation can be reached before maximum interface rate. 

Multiplexing can improve efficiency to both aspects:

· On low speed interfaces, bandwidth utilisation can be enhanced by multiplexing several payloads together with reduced overhead. This is the most important multiplexing benefit.

· On high-speed interfaces, multiplexing improves router capacity usage by increasing mean packet size.

Even if the expected benefits are not the same, multiplexing is beneficial over all types of interfaces as introduced in previous chapter.

4 Location of multiplexing in transport network

Three architectures are proposed for multiplexing distribution in transport network, as depicted in 
Figure 2
. They are presented and discussed hereafter.

4.1. Scenario 1:

Multiplexing is done end-to-end, i.e. transparently to intermediate transport nodes. This solution has the benefit of simplicity regarding intermediate transport nodes that may be multiplexing agnostic.

Some limitations can be noted for this scenario:

· All information multiplexed in one packet shall follow the same path and shall be serviced with the same QoS, since intermediate transport nodes are multiplexing agnostic.

However it is still possible to handle differentiation in end nodes and to take benefits of several QoS in the transport network: there is only the restriction that all information in one packet cannot be serviced differently, once they have been multiplexed.

As far as the routing/ path is concerned and considering current RNL architecture, Node B has only one Iub interface towards one C-RNC and therefore it is not a requirement to allow multiplexing of information having different destinations.

· Both aspects of multiplexing as introduced in 3 cannot be distinguished. Therefore they cannot be optimised separately.

Nevertheless, since low speed link multiplexing is the most important aspect, it can be the basis for optimisation.

As a conclusion, scenario 1 has some limitations but it can provide simple transport network solutions, since it needs only basic functionality in transport network intermediate nodes
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Figure 2: Scenarios for multiplexing location.

4.2. Scenario 2:

Multiplexing is on last mile low speed links only, where bandwidth is a limiting factor and where high-speed interface resource optimisation is not required. It provides functionality on the exact network portions that require efficiency.

Hereafter are the characteristics of this solution:

· This scenario induces some functionality in edge router to terminate the multiplexing.

· Downlink packets arrive in the edge router and shall be multiplexed and differentiated according to some knowledge of QoS. Therefore the edge router shall participate in QoS differentiation and end-to-end differentiation is not sufficient.

· Packets multiplexed together on the uplink/ downlink can be forwarded to/ from different paths with different QoS after the edge router. This brings flexibility, with some complexity in the transport network. However the current RNL architecture does not need this flexibility on the Iub.

Therefore scenario 2 is more flexible and optimal, with more complex QoS handling in transport network and higher processing power per packet in the edge router. It does not cover the multiplexing on high-speed interfaces for reduction of number of packets per second.

4.3. Scenario 3:

Scenario 3 can be considered as an extension of scenario 2 for high speed link multiplexing.

There are indeed two multiplexing “sessions”, one between Node B and edge router and another between edge router and RNC. The first one is very similar to the one described in scenario 2. The second one is presumably routed with less stringent bandwidth requirement.

It can be expected that sufficient concentration exist between edge router and RNC to allow several sessions towards several RNC. Therefore the edge router is really doing routing of individual information payloads of both types of multiplexing sessions: it de-multiplexes on one side what it receives and re-multiplexes on the output interface.

As discussed previously, current architecture does not require this feature but it may be considered as valuable for further evolution of UTRAN.
5 Conclusions

Benefits and architecture for multiplexing have been presented. All scenarios bring specific advantages, like simplicity and extendibility.

Scenario 1 is shown to be sufficient for considered RNL architecture, where each Node B has only one Iub interface. Scenario 2 and 3 looks like more flexible, although more complex, and may be considered for extendibility.

Therefore all scenarios are interesting to support and standard should allow implementing all of them.

However solution shall be interoperable between different vendors and shall allow deployment in the timeframe of R’4.  Therefore scenario 1 shall be supported by the standard, even if other scenario support is also required.

6 Proposal

It is proposed to introduce chapter 4 in Technical Report, paragraph 6.4.1.1 dealing with multiplexing.

It is proposed to introduce Figure 2 with the following statement in paragraph 7.3:

“All multiplexing scenarios bring specific benefits and shall be supported for IP Transport in UTRAN.”
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