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1 Introduction

Impacts of the IP address version used in the IP UTRAN must be carefully considered. Only IPv6 should be supported in IP hosts terminating the UTRAN interface applications in order to gain the advantages of IPv6 from the start and to avoid the complexities of interworking between IPv4 to IPv6.

There are several advantages of using IPv6 in the IP UTRAN. The main advantages are:

1. More address space. This solves the problem of operators running out of IPv4 addresses. Some countries that do not have a large number of IP addresses will deploy UTRAN networks.

2. Future-proof solution. Operators will deploy IPv6 in their networks. Later migration of the UTRAN applications from IPv4 to IPv6 can be avoided if IPv6 is used from the beginning.

3. Autoconfiguration improvements over IPv4.

4. Performance improvement over IPv4.

5. The IP UTRAN is a closed network in that UTRAN applications only communicate with each other, not to applications in other networks such as the Internet. For this reason it is a very good place to deploy an IPv6.

6. Where only an IPv4 network exists, IPv6 UTRAN traffic can be tunnelled over the IPv4 network.

One of the most important reason to use IPv6 in the IP UTRAN from the beginning is to avoid the complexities of migrating from IPv4 to IPv6 at a later time.

2 Description

2.1 IPv4/IPv6 Interworking 

It is likely that if an operator starts with an IPv4 UTRAN they will not change to IPv6 all at once by upgrading all IP UTRAN nodes to IPv6 at the same time. New nodes that are IPv6 capable will be added as the network grows. These IPv6 nodes must then interwork with the existing IPv4 UTRAN nodes and utilize the IPv4/IPv6 interworking techniques developed by the IETF. Particularly on the Iur, where full connectivity is required, interworking between IPv4 nodes and IPv6 nodes could require many more IPv4 addresses than the operator has left available. 

Interworking techniques have disadvantages such that it is best to avoid using them if it is possible. Summaries of the main interworking techniques are provided in the following sections.

2.1.1 Network Address/Port Translators-Protocol Translators (NAPT-PT)

The use of NATs for interworking between IPv4 hosts and IPv6 hosts has similar problems as using NATs with private IPv4 addresses for extending the IPv4 address space.

In the UTRAN, bearer control (exchange of IP address/UDP port) will be performed using signalling such that IP addresses are included in the payload of signalling messages. The bearer control messages tell a UTRAN host what destination address to use to send data to the peer UTRAN host. An IPv4 host will not be able to use an IPv6 address received from an IPv6 peer host. There must be an Application Level Gateway (ALG) that intercepts the bearer control message and changes the transport parameters to the appropriate IP version. This must be done in coordination with the NAT so that the addresses in the traffic packets are changed according to the address put in the bearer control message.

ALGs and NATs are undesirable. They add complexity and degrade performance. This technique also requires that there be a pool of IPv4 addresses available that the NAT can use to translate IPv6 addresses. In addition, the NAPT-PT provides a single point of failure since all inbound and outbound traffic pertaining to a session must traverse the same NAPT-PT router. This increases costs since the reliability must be high.

The advantage of NAPT-PTs over other interworking techniques is that it allows more efficient use of IPv4 addresses. This is because one IPv4 address can be used for multiple IPv6 hosts by mapping IPv6 hosts to different UDP ports for the same IPv4 address. Other interworking techniques require an IPv4 address be mapped to an IPv6 host. One key disadvantage of NAPT-PTs is the need for ALGs.

2.1.2 Stateless IP/ICMP Translation Algorithm (SIIT)

SIIT provides a method for interworking that doesn’t require ALGs. However, it does require that an IPv6 host must be dynamically assigned a temporary IPv4 address that is used for the time of the session. The IPv6 host provides the IPv4 peer with the temporary IPv4 address using UTRAN bearer control. The IPv4 host uses this address for traffic packets. When the packets reach the SIIT router, the temporary IPv4 address is mapped to the IPv6 host address. The packet is then tunnelled from the SIIT router to the IPv6 host.

The IPv4 host provides the IPv6 host with an IPv4 address using UTRAN bearer control. For traffic, the IPv6 host maps this IPv4 address to an IPv6 address, which causes the packet to be routed to a SIIT router. The SIIT router will translate the mapped address back to the IPv4 address and forward it to the IPv4 host. 

The SIIT technique allows multiple SIIT routers in a network so it does not cause a single point of failure like with the NAPT-PT technique.

This technique requires that the operator have a pool of IPv4 addresses available. It also requires that the traffic is routed through a SIIT router and the IP headers are translated which can have an impact on performance. 

When an IPv4 address is assigned to an IPv6 node, it’s necessary for the SIIT routers to be provided the address mapping between the assigned IPv4 address and the IPv6 address. This requires a protocol from the AIIH server assigning the IPv4 address to the SIIT router. AIIH stands for “Assignment of IPv4 Addresses to IPv6 Hosts” and is a DHCPv6 server with extensions.

2.1.3 Dual stack

It’s also possible for new nodes to deploy a dual stack when migrating to IPv6. The IPv4 stack can be used toward an existing IPv4 node and the IPv6 stack can be used toward IPv6 nodes.

Dual stack hosts also require that the operator have a pool of IPv4 addresses still available in order to assign one to the host when it must communicate with an IPv4 host. This can be a problem if the operator is running out of IPv4 addresses. Dynamic IPv4 address assignment also requires the use of a DHCPv6 server.

It’s also necessary to keep track of which UTRAN hosts use IPv4 and which use IPv6 in order to know which type of address information to provide in the bearer control signalling.

2.2 Tunneling 

Where there is only an IPv4 network available, IPv6 UTRAN traffic can be transported over the network using tunnelling. As shown in the following figure, this requires that only the first-hop routers be IPv6 capable. Techniques have been developed in the IETF to determine the appropriate tunnel endpoints. 

[image: image1.wmf]IPv4 NW

IPv6

RNC

R

R

IPv6

IPv4

IPv6

RNC

R

R

IPv6

IPv4

Dual stack IPv4/IPv6 router


The use of tunnelling will be common in the IP UTRAN anyway for various reasons including:

1. Multiplexing of small packets into larger packets using PPPMUX and tunnelling with L2TP.

2. Virtual Private Networking for security and quality of service control. 

Therefore, requiring tunnelling for transporting IPv6 packets over an IPv4 network is not a drawback.

2.3 Summary

There is a good case for using only IPv6 for IP UTRAN hosts:

1. There are advantages to deploying IPv6.

2. The UTRAN is a closed IP network and so is the ideal place to deploy IPv6.

3. There is a strong advantage to avoid IPv4/IPv6 transition techniques for UTRAN hosts since they add complexity and impact performance. They also require that an operator have a pool of IPv4 addresses available. 

4. The disadvantage of using IPv6 is that, where only an IPv4 network exists, the IPv6 traffic must be tunnelled over it. However, tunnelling will commonly be used for other purposes anyway in the UTRAN transport network.

It is true that other applications in a UTRAN node besides the UTRAN applications may need transition mechanisms between IPv6 and IPv4. An example of this would be an OAM application. The following scenarios are possible:

1. A client could be upgraded to IPv6 and must interwork with an existing IPv4 server in the operator's network. These applications are not as sensitive to performance considerations as the UTRAN applications so the interworking mechanisms are not a problem. 

2. The servers could be upgraded to IPv6 along with the clients. 

3. The clients could be run on hosts different than those of the UTRAN applications and continue to use IPv4 to avoid the need for interworking.

Also, the release ’99 Iu interface already supports IPv4. For this interface, a dual stack should be required though it should be recommended that the Iu interface be upgraded to IPv6 when the IP UTRAN is deployed.
3 Proposals

Text should be added to the IP UTRAN technical report [1] according to the following: 

4. Section 2 should be added to section 6.9.3.3, “IPv6 to IPv4 Interworking”.
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