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1. Abstract

R3 has identified the long NBAP signalling messages as a potential source of problems due to the resulting large transport network layer delays. In this contribution the issue is discussed in more detail.

Note, that a related discussion item about the capabilities of SAAL-UNI (i.e., supported message length) has  been covered in the contribution R3-002646 and in the resulting CR R3-002647 submitted to R3#16.

2. discussion

The following two issues are identified as relevant for the discussion about Iub signalling link delays: 

1) The delay resulting from the sending of a long signalling message, as seen by the corresponding TNL user itself (i.e., NBAP).

2) The delay caused by the sending of a long signalling message, as seen by the other users of the same interface.

The issue in the first bullet, that is, the size of the non-pre-emptable transmission unit, is not a problem in SAAL-UNI interface. This is due to the following characteristics of the interface: SAAL-UNI is carried over an AAL5-VCC that provides both segmentation/reassemby into/from ATM cells and also enables per VCC bandwidth&QoS allocation. As a result the non-pre-emptable transmission unit is an ATM cell of 53 bytes.

As far as the second bullet is concerned, there are two aspects involved: the transport network layer delay that results from sending a large amount of bits over a signalling link once and the additional delay caused by the potential re-transmission(s) of the signalling message. 

There is not much that can be done to avoid the delay caused by a long signalling message itself. Either the size of the signalling messages should be limited or the bandwidth of the signalling link should be increased. No help is provided by applying any segmentation function below the layer where messages are generated. The requirement for the application (i.e., NBAP) to generate only short or medium size messages due to the underlying TNL may violate the principle of independence between the RNL and the TNL. To increase the bandwidth of the signalling link may not be a cost effective solution in certain environments.

Application of re-transmission on the signalling links makes the occurrence of long signalling messages even more undesired. There are two coupled aspects involved: The re-transmission multiplies the transport network layer delay. Also the probability that an error hits the protected payload increases as the size of the payload gets bigger.

The effect of re-transmissions can be alleviated by making the size of the re-transmission unit smaller. This segmentation needs to be done between the SSCF-UNI and NBAP. The drawbacks of this approach are as follows:

1) A new protocol needs to be introduced in the already approved signalling stack

2) The segmentation information increases the overhead on the signalling link. Also by making the re-transmission units smaller the overhead caused by SAAL-UNI and ATM is increased. As the signalling link is conveyed over a low speed interface, each additional byte of overhead is expected to count.

3) The segmentation does not solve the fundamental problem associated with long messages.

The additional delay caused by the segmentation and re-assembly has been assumed to be negligible.

When evaluating the need for any counter measures to avoid the problems resulting from long delays, one shall consider at least the following issues:

· How frequently the excessively long NBAP messages may occur?

· What is the probability that a re-transmission may occur?

· Are the corresponding NBAP procedures delay sensitive? That is, does the performance of the system degrade signifigantly if long delays are encountered?

So far it has been pointed out in discussions at R3 that the excessively long messages in NBAP are not occurring often but rather their occurrence can be considered exceptional. The sensitivity of the corresponding procedures for excessive delays depends on the procedure in question. O&M related NBAP procedures do tolerate longer delay, as the delays are still in the order of tens to hundreds of milliseconds. In case of Dedicated procedures the smaller the delay the better the network performance. However, longer delays can be considered undesired, but they are still not any critical issue in this case either.

In UTRAN the propability of an error on the transport network layer shall be small. That is, the error probability is preferably a couple of orders of magnitude smaller than on the radio interface (with RLC). Thus the propability of a re-transmission is considered very small.

3. conclusions

Based on the above arguments the following conclusions are drawn:

1) the long transport delay in case of long messages is an unavoidable characteristic of any low speed interface. 

2) In case of ATM transport the long signalling messages do not cause degradation of QoS for other users of the interface. This is due to the fundamental properties of ATM.

3) the re-transmission of a long signalling message on a low speed interface multiplies the already long TNL delay and thus it is undesirable. However, the probability of a re-transmission event is expected to be small in any UTRAN interface.

4) The very long NBAP messages (in the order of several kilobytes) are exceptions rather than a normal case. That is, their occurrence is rare.

5) The NBAP procedures where very long NBAP messages get generated are not critical from the delay point of view. That is, the potential long delay does not prevent the the system from operating.

4. proposal

1) It is proposed that the transport network layer delays are taken into account in using  any application accessing the services of the TNL. This may include the tuning of the timers, etc. of the application and of the signalling transport protocol (e.g., SSCOP) so that neither of them collapse in case of a rare excessive delay.

2) The issues covered in this contribution shall also be taken into account when planning and implementing the Transport Network Layer of the UTRAN. That is, the Quality of Service on the Transport Network Layer in terms of bit error rate and cell loss rate shall be sufficiently good to avoid any frequent re-transmissions.

3) It is also proposed that RAN WG3 reconsiders the already made (@R3#15)  working assumption of a new segmentation protocol for NBAP. Based on the contribution there is no need for the introduction of any additional protocol or procedure into the Transport Network Layer of the R'99 Iub, as far as the expected TNL delay performance is considered.

