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1 Introduction

Release ’00 will include the option of IP transport interfaces for the UTRAN. It is proposed that only IPv6 be supported in an IP UTRAN for the following reasons:

1. UTRAN IP networks will be new networks. Thus, it is a good place to utilize IPv6 islands in order to avoid the substantial effort needed for such a large network to later migrate from IPv4 to IPv6. 

2. There are processing gains possible with IPv6.

3. It is a future proof solution.

4. It would allow for easier address management. Autoconfiguration techniques simplify attaching new nodes. Also, the IPv6 addresses are more flexible to update since the higher order part of the address can change while the interface part remains the same.

5. The hierarchical address architecture ensures that the routing tables remain small. In IPv4, this is only guaranteed if local addresses are used. 

6. Security is integrated into the protocol.

7. NATs and Application Level Gateways would not be required since globally unique addresses can be used for all the nodes (unless used for interworking with IPv4). This allows for end-to-end security and lower processing delays.

2 Description

2.1 General

2.2 Migration

The UTRAN will be a large or very large IP network, with potentially thousands of end system hosts connected to a large routed network. If public IPv4 addresses are used in this network to begin with, the work is substantial to later reconfigure this network to IPv6, when the IPv4 address space is running out, or when the operator desires to move to using the IPv6 protocol in all of his networks.

Since the network is likely to be a closed intranet in the first release, it is quite easy to use IPv6 from the start, since interworking with IPv4 nodes will not be needed in that case. 

If a common IPv4 backbone infrastructure is to be used for some parts of the network, several interworking techniques are already in place, as described in 2.8. 

2.3 Address space

IPv6 has a 16 byte address field compared to 4 byte address field for IPv4. It is well known that the IPv4 address space is running out, especially outside the U.S.

If there is a private, isolated UTRAN network, then its possible that the IPv4 address space would be sufficient. However, if the UTRAN traffic is routed through a public network or a broader private network, then the IPv4 address space may not be sufficient. Using private addresses requires the use of a Network Address Translation (NAT) function when the UTRAN traffic must transverse a network using public addresses in order to translate public addresses to private when entering the private network. This is the usual solution for extending the IPv4 address space.

However, the use of NATs causes problems in the network. Some of these are: 

8. It breaks the End-to-End Paradigm for Security when using IPSec. Encryption and authentication includes parts of the IP header and the UDP ports, so it cannot be done end-to-end when address translation is done.

9. UTRAN protocols use external signalling to exchange transport address and connection identifier information. An Application Level Gateway might be needed to take care of ensuring that the correct addresses are used for a session. When intermediate Application Level Gateways are used the performance is hurt and the delay is increased.

10. Operators cannot use standard off shelf network equipment for scalability and performance analysis.

11. It adds costly manipulation on all packets.

12. It is a single Point of Failure.

13. It increases management and system configuration complexity. 

2.4 Improved Performance
There is potential for improved performance when IPv6 is used. This is due to the following:

14. There are fewer header fields and optional headers compared to IPv4 (from 12 to 8) and the checksum in the IP header has been removed. 

15. IPv6 header fields are better aligned. This also facilitates implementation in hardware.

16. Packets with options do not need to be process-switched, they can use the fast path.

17. Header compression can reduce the header size better than IPv4.

Network performance is improved due to the hierarchical address architecture. IPv6 addresses are hierarchical in that they are divided into a 4 parts:

18. Top Level Aggregator (TLA)

19. Next Level Aggregator (NLA)

20. Site Level Aggregator (SLA)

21. Interface ID 

Faster routing lookups and smaller routing tables are possible so the IP forwarding is faster and memory is used more efficiently. The hierarchical structure results in less routing traffic in the backbone which mean less load on the network due to route aggregation.
2.5 QoS

The Traffic Class field in the IPv6 header is used for the Differentiated Service Code Point. Differentiated Services works in the same way for IPv4 and IPv6, which means that operators will not need to learn a new QoS paradigm for IPv6.

The flow label can also be used for further QoS enhancements, though it is not fully defined today. As stated in RFC 2460, the flow label is 

“used by a source to label sequences of packets for which it requests special handling by the IPv6 routers, such as non-default quality of service or "real-time" service.  This aspect of IPv6 is, at the time of writing, still experimental and subject to change as the requirements for flow support in the Internet become clearer.” 

Thus, to make sure that the proposed 3GPP standard is future proof, the flow label field shall not be restricted to any mandatory usage in the hosts of a UTRAN, like connection identification. It should be available for future QoS enhancements inside the routed UTRAN network, which is outside the scope of 3GPP standardization. 

2.6 Autoconfiguration 

Address Management is provided using Auto-configuration. This provides the following benefits:

22. Lower the administrative cost

23. Easier renumbering

24. Easier Address Management

There are two address management schemes defined:

25. Stateful autoconfiguration using DHCPv6. This is also used with IPv4. Hosts obtain interface addresses and/or configuration information and parameters from a server. Servers maintain a database that keeps track of which addresses have been assigned to which hosts.

26. Stateless autoconfiguration: Stateless autoconfiguration requires no manual configuration of host and no configuration of servers. It allows a host to generate its own addresses using a combination of locally available information and information advertised by routers. Routers advertise prefixes that identify the subnet associated with the link. The hosts generate an interface identifier (such as a MAC address) that uniquely identifies an interface on a subnet. The address is formed by combining the two. 

Stateless and stateful autoconfiguration can complement each other. The stateless approach is suitable in the case where the exact addresses a host use is not a great concern. The stateful approach is suitable when tighter control over exact address assignments is required.

2.7 IPv6 Security
Unlike IPv4, IPsec is mandatory for IPv6 but it works exactly the same for IPv4 and IPv6. It is an extension header for the IPv6 header so is more integrated into the protocol.
2.8 IPv6 to IPv4 interworking

2.8.1 General

A wide range of techniques have been identified and implemented for IPv6/IPv4 interworking. They basically fall into three categories: dual stack techniques, tunneling techniques, and translation techniques. Dual stack techniques mean that IPv4 and IPv6 co-exist in the same host so is not of interest for the UTRAN.

2.8.2 Tunneling techniques

Tunnels can be used for IPv6 to IPv6 interworking via an IPv4 network. The IPv4 header is added to the IPv6 packet. Two types of tunnels are defined depending on how the address for the tunnel endpoint is obtained. For configured tunnels the endpoint address is preconfigured. Automatic tunneling, on the other hand, is defined for encapsulating IPv6 packets within IPv4 datagrams. In order for automatic tunneling to work, both nodes have to be assigned IPv4-compatible IPv6 addresses. This is accomplished by assigning the least significant bits of the IPv6 address to be the IPv4 address and the most significant 96 bits to be 0. 

Alternatively, the IPv6 packet can be tunneled using MPLS, where available.

2.8.3 Translation techniques

Translators are used for IPv6 to IPv4 interworking by translating the headers. This is an extension to NAT techniques, to translate header format as well as addresses. There are several methods designed to provide this functionality.

IPv6 nodes behind a translator get full IPv6 functionality when talking to other IPv6 nodes located anywhere. They get the normal (i. e., degraded) NAT functionality when talking to IPv4 devices. Methods used to improve NAT functionality (e. g, ALGs) can be used also to improve IPv6- IPv4 functionality.

2.9 IETF standards status

IPv6 (or IPng) was approved as a Proposed Standard in IETF in November 1994. Basic IPv6 specifications on protocol architecture, addressing and address management reached RFC standard track status in late 1995. Several of these had reached a revised RFC standard track status in mid 1998, at which time the core set of IPv6 protocols also were made an IETF Draft Standard. 

The basic IPv6 standards are today considered to be rock solid. The IPNG working group is still quite active, focusing on the fine-tuning of IPv6, like improving Neighbour Discovery, etc.

2.10 IPv6 Deployment status

Research oriented deployment of IPv6 has been available since 1995. Several ISPs around the world are now also offering experimental or pre-commercial IPv6 services. 

The 6bone is currently a world wide informal collaborative project, informally operated with oversight from the "NGtrans" (IPv6 Transition) Working Group of the IETF. 6bone is migrating from a tunnelled IPv6 over IPv4 network to a network with links for native IPv6 transport. Thus, a good level of experience has been reached for the interworking protocol solutions. 

http://playground.sun.com/ipng/ipng-implementations.html provides a list of host software and routers that support IPv6.
3 Proposals

Text should be added to the IP UTRAN technical report according to the following: 

27. Section 2 should be added to section 6.7, “Addressing”.

28. Add the following text to section 5.x., “Addressing requirements”:

“Only IPv6 shall be supported in the UTRAN”.
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