Nortel Networks

IP UTRAN – MPLS-Based Solutions


TSG-RAN Working Group 3 #16

TSGW3#16(00)2585

Windsor, UK 16 - 20 th October 2000


Agenda Item:
Plenary, 11.2

Source: 
Nortel Networks

Title: 
IP UTRAN – Text proposal for section 6.2.4 "MPLS" of TR 25.933

Document for:
Approval

___________________________________________________________________________

1 Introduction

The following section 2 describes an MPLS solution for the UTRAN without specifying the technology used at layer 2.

2 Discussion

2.1 MPLS General Description

The Multi-Protocol Label Switching (MPLS) protocol is an interstitial, layer 2.5 protocol which complements and enhances the IP protocol, in that it offers an alternative method of forwarding IP packets, while reusing the existing IP routing protocols (e.g., OSPF, BGP).

MPLS can run on top of numerous L2 technologies (PPP/Sonet, Ethernet, ATM, FR, WDM Lambdas, etc.) .

MPLS forwards IP packets based on a  20-bit label. An ingress router at the edge of an MPLS domain, called a Label Edge Router, decides which subset of incoming packets is to be mapped to which Label-Switched Path (LSP), and then adds the corresponding label to each packet as it arrives.  This subset of packets that is forwarded in the same manner over the same LSP is called a Forwarding Equivalence Class (FEC).  Packets are then forwarded through the MPLS domain by the Label Switched Routers (LSRs) based on the label.  At the egress edge of the MLS domain, the egress LSR removes the MPLS label from each IP packet, and subsequently the IP packets are forwarded by conventional IP forwarding.

Each pair of LSRs on the label-switched path (LSP) must agree on which label to use on that segment of the LSP.  This agreement is achieved by using a set of procedures, called a label distribution protocol. The label distribution protocol associates a Forwarding Equivalence Class (FEC) with each LSP it creates. The FEC associated with an LSP specifies which packets are "mapped" to that LSP.

2.2 Routing with MPLS

MPLS, as a complementary forwarding technique to IP forwarding, offers the following advantages :

· Coexistence with IP Hop-By-Hop Routing.  An LSR is capable of forwarding both IP packets and MPLS frames.

· Traffic engineering capabilities : MPLS uses the label prefixed to an IP packet to determine the path that the packet will take through the network, regardless of the IP addresses contained in the packet. Routes through the network can be engineered to meet various network or operator requirements (such as QoS or trafic load). For example, the traffic at the edge of the MPLS domain can be segregated according to QoS class and the packets can be directed along the MPLS paths defined over the route that meets their QoS requirements (see QoS section hereafter).

· Flexibility due to label semantics.  The meaning of the labels can be tailored to what needs to be achieved in the network.  For example, labels can be used to specify treatment for QoS, multiplexing, multicasting, header compression, etc.

· Flexibility due to label stacking.  MPLS supports the ability to stack more than one label in front of an IP packet.  LSRs are capable of pushing, popping and swapping labels. This allows for :

· Different addressing in different subnets

· Efficient inherent support for tunnels-in-tunnels.  This can be used, for example, for IP VPN and mobility support.

· Transparent routing : the compressed packet passes transparently through the intermediate LSRs. This is in contrast to schemes based, for example, on PPP where either header (de-)compression must occur on a hop-by-hop basis or the compressed packets must be carried inside a second, uncompressed IP tunnel packet. MPLS thereby makes network nodes much simpler.

· Fast rerouting MPLS protection switching mechanisms can be applied to achieve fast restoration from a node failure.  Both local and end-end protection could be used to achieve fast tunnel restoration which is an essential requirement for a carrier grade network. Backup tunnels may also be combined with load sharing to allow a more even traffic distribution.

· Match any layer 2 : MPLS can run on top of numerous L2 technologies. When MPLS is used over ATM or Frame Relay, the LSP can be mapped onto layer 2 connections such as VCCs or PVCs.

2.3 Efficient transmission over narrowband links

In general, MPLS technique is already bandwidth efficient since it provides a context for IP/UDP header suppression: once a Label Switched Path has been created for any combination of IP address plus UDP port, the UDP/IP header can be stripped off since it is no longer used to route the packets through the MPLS network . Hence the packets are simply routed along the LSP based on this label which is bandwidth efficient (4 bytes only).

When coming to a narrowband link, it is possible to further improve this bandwidth in concert with the layer2 technology used on that local part of the network and have it combined with MPLS. As an interstitial layer, MPLS accomodates with any layer 2 technology.

Following is an example of this particular efficiency using MPLS over ATM. Note that similar efficiency can also be achieved with other Layer 2 techniques (i.e.Frame Relay, PPP).   

When MPLS is used  over an ATM layer2, efficiency is improved by merging the path label with the ATM cell header. The merge can be easily done for example by encoding the label through the VPI/VCI fields of ATM cell header. With this encoding technique, each LSP is realised as an ATM VCC.

[image: image1.wmf]Payload

Payload

UDP

UDP

IP

IP

Payload

Payload

MPLS

Label

MPLS

Label

Suppression

Payload

Payload

ATM VPI/VCI

or

FR DLCI

ATM VPI/VCI

or

FR DLCI

L2

Transport

Payload

Payload

UDP

UDP

IP

IP

Payload

Payload

MPLS

Label

MPLS

Label

Suppression

Payload

Payload

ATM VPI/VCI

or

FR DLCI

ATM VPI/VCI

or

FR DLCI

L2

Transport


This example shows how to get rid of both MPLS and UDP/IP header on an ATM-based narrowband link, and still have compressed packets normally routed through a LSP composed of several LSRs. The equivalent service through an IP tunnel leads to at least an additional  20 bytes per user flow and even if multiplexing is introduced to amortise this overhead, the multiplexing mechanism itself introduces protocols and associated overheads.

The same efficiency can be shown by using frame relay PVCs and mapping the MPLS label onto the DLCI field in a frame relay architecture.
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In terms of signalling, the label distribution protocol can accomodate with various  ATM signalling network architectures. Basically, ATM VCCs are created as point to point PVCs between routers. LSPs can then be mapped onto the ATM PVCs so that the LSP is composed of several segments, each segment mapping onto one PVC. 

2.4 Support for QoS requirements

Finally, the MPLS supports a number of QoS differentiation mechanisms for IP flows : 

· QoS engineered paths. The flows with different QoS characteristics can be separated on different LSPs. LSPs can be engineered to meet the QoS requirements for each class of traffic supported by the network.  The traffic at the edge of the MPLS domain can be segregated according to QoS class and the packets can be directed along the MPLS paths defined over the route that meets their QoS requirements. 

Taking again our example over narrow-band links, QoS efficient LSPs could pave the way for real-time flows whereas user data with long payloads could be routed over separate LSP(s). By so doing, there is no risk to have big packets blocking the way of delay-sensitive small packets. Best efficiency can be achieved by combining the use of MPLS with the appropriate layer 2 mechanisms depending the technology used at layer 2. Taking again our example with ATM over such narrow-band links, the different LSPs (i.e. VCCs) are multiplexed onto the same physical link by the ATM VCC multiplexing function respecting the VCC QoS, thus the LSP Qos. Then QoS characteristics of real- time flows (such as IP Diffserv marking) can be used to select the LSP (i.e. the ATM VCC) the packet should be sent over. This is fairly easy to achieve through the VPI/VCI - label mapping defined above.

· Integration with Differentiated Services (DiffServ)  DiffServ provides a mechanism for defining the treatment that a packet will receive as it is forwarded through an IP network. Although there are no performance guarantees with DiffServ, it can be used to improve end-to-end performance over large scale, wide area networks. MPLS can support DiffServ by using the DiffServ marking in each packet to determine:

· which path the packet should be sent over. Paths can then be engineered, as mentionned above, to provide more deterministic performance guarantees than are available with pure DiffServ in a routed network.

· the treatment that packets will receive over a specific path. In this model, closely resembling the basic DiffServ model, packets with different QoS requirements can be carried over the same MPLS path. Within that path, the DiffServ marking is used to prioritise and schedule packets to provide “better” treatment for some packets with respect to other packets carried over that same path.

· In-Sequence Packet Delivery.  Because the route that a packet will travel through the network is precisely defined by the Label Switched Path, packets are guaranteed to be received in the same order that they were transmitted.

3 Proposal

It is proposed that section 2 of this contribution be included as the content of  section 6.2.4 of the Technical Report 25.933 [3]. 

4 Abbreviations

ATM : Asynchronous Transfer Mode

LSR : Label Switched Routers

LSP : Labelled Switch Path

MPLS : Multi-Protocol Label Switching

QoS : Quality of Service

SVC : Switched Virtual Circuit

VCI : Virtual Channel Identifier

VCC : Virtual Channel Connection

VP : Virtual Path

VPI : Virtual Path Identifier
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