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0 
Process

0.1 Rapporteur and Secretary Approval

· Jean-Marie Calmel ( Nortel ) approved as chairman.

· Kevan Hobbis ( Motorola ) approved as secretary.

0.2 Agenda Approval


R3-002386  "Draft Agenda", Source : AdHoc Rapporteur
Discussion:
Presented by chairman, with tdoc numbers allocated.

Decision: 

· Approved

Document Approval Process

This section is added by the secretary as requested at the meeting as a reminder to delegates as to the process used in RAN3 ( and 3GPP in general ) to approve modifications to documents.

If we are referring to documents not yet under change control then Change Requests ( CR's ) are not required. 

A guideline to the categories of document are defined in the document number request sheet as follows, 

Type – This is reference to the type of document.

· A = Agenda

· R = Report

· info = information

· CR = Change Request

· LS in = input Liaison Statement

· LS out = output Liaison Statement

· D = Discussion

· Ap = Approval

In the case that a specification/report is not under change control, contributions can basically fall into two categories, those for Discussion and those for Approval ( or Decision ).

Documents for Discussion will provide background information that is not required/proposed to be included in a specification/report. Documents for Approval may contain discussion/informational text, but should also contain a definite proposal ( usually in a separate section ) of the changes. The proposal may be simply stated to include text from the contribution into certain sections of a document, or more formally will show the intended location with the existing text and any proposed changes ( additions and/or deletions ) highlighted with revision marks etc.

When a report/specification is under change control then formal CR's need to be generated. The procedure/format for these is available at the 3GPP web site ( http://www.3gpp.org ).

1 Technical Report 25.933

1.1 25.933 report from Rapporteur

R3-002395  "25.933 IP Transport in UTRAN Work Task Technical Report version 0.2.0"

Discussion:
Presented by Alcatel.

Decision: 

· Approved

.

R3-002396  Editors proposal for "25.933 IP Transport in UTRAN Work Task Technical Report version 0.2.1"


Discussion:
Presented by Alcatel.

Decision: 

· Approved

1.2 Project Plan

R3-002387  "IP UTRAN Work Schedule", Motorola

Discussion:
Presented by Motorola. 

Ericsson thought that R00 pushed to March 2000. Chairman - Two milestones agreed at RAN, June 2001, and end 2001, with IP work task to be completed by June. 

Nokia see some coupling between two issues that are prioritised as 1 and 2 ( L1/L2 independence and QoS issues for example ), what happens if we complete the first and then find that it is affected by the second priority. Chairman : schedule is a plan/guideline, does not prevent revisiting other subjects and contributions being generated.

Nokia did not want to prioritise the contributions based on this list. Chairman : We can use this to prioritise the agenda based on this list, but a contribution can be raised against any topic.

Alcatel : Have a proposal that is slightly different priorities in 2397.

Decision: 

· Combine with Alcatel document below.

R3-002397  "IP Transport Work schedule", Alcatel

Discussion:
Presented by Alcatel.

No questions.

Lucent - timescales in this document are more realistic.

Motorola : happy with Alcatel proposals.

Telia : Clarification on RAN decision - can it be finished before the deadline ? Chairman  - it can be finished, version 3 is release 99, version 4 is June 2001 and includes IP UTRAN so it needs to be completed by then at the latest.

Alcatel - can take some margin and have a plan to March then have time between March and June to finalise the details.

Ericsson : Backward compatibility is not included in Alcatel schedule, should be aware of this always. Alcatel - this will be included in requirements- IP/ATM network compatibility is issue that treats this in Alcatel document.

Ericsson : Important that we have certain network scenarios analysed, and discussion of deployment and analysis of these scenarios. Propose a new section in the report for this - Agreed

Which areas require to take longer based on this extra time ? Bandwidth Utilisation and Iur/Iub Protocol stacks agreed as highest priority tasks that will benefit from this extra time.

Siemens : strong interaction between addressing and bandwidth utilisation and should be addressed in the same meeting.

Nortel : how can routing and addressing be treated separately. Alcatel - need to account for user plane and control plane addressing. User plane addressing for first set of meetings.

Decision: 

· New section in TR for Network Scenarios in Study Area section - solutions proposed should address these network scenarios
· This paper will be used as a basis to draft a new version based on the new timescale i.e. March target end date, to be presented before the end of this meeting.

1.3 Work Task Status

R3-002387  "IP UTRAN Work Schedule", Motorola
Discussion:
Presented above.

Decision:


· Include a proposal for status section as part of new document above.

1.4 Solution Selection Criteria

Focus on selection criteria rather than the proposed solutions

R3-002393  "A simulation Model for Iub IP Based User Plane IP Protocol Stacks", Motorola

Discussion:
Presented by Motorola.

In proposed model A, typing error, second bullet point should say "Duration of Off-state distribution…." rather than "Duration of On-state distribution…."

Lucent : Agree with model parameters for voice and data - need to be clearer about the mixing of them i.e. what does 80/20 mean, what does 100% data mean - what type of data ? Motorola agreed, and stated that throughput is the 80/20 split proposed.

Alcatel : This model is result of a lot of work between Motorola/Siemens/Alcatel and Lucent and similar to later paper. The meaning is utilisation on the last mile of the link. Granularity of streams means that the 80/20 will not be exact, but is the target.

Lucent : If we specify a utilisation - cannot do that as can for instance only have 50% utilisation with data. Alcatel : increase the utilisation of voice and data step by step and monitor the delay which when it meets the maximum will define the utilisation.

Motorola : If all have the same AAL2 protocol baseline should be same - is the utilisation increment the same for other protocol stacks ? Alcatel : give the information in their paper.

Nortel : it should be the same for all protocol stacks, and throughput observed at certain measurement point.

Alcatel : on page 3 discussion of mean data rate - inter-arrival time is exponential, what does less than 64, 144, and 384 mean ? - typo - should say greater than, and shows that inter-arrival time has no effect. There is always queuing in the RNC.

What channel types are used ( common or dedicated, DCH/DSCH for each traffic source )  - need to be the same. Model ( Alcatel ) only uses DCH and is specified in the proposal.

Also need to agree on the number of users that produce the traffic mix ( so the 80/20 may not be exact ).

Also specify the link load for each mix - this will then give the number of users, or vice versa.

Decision: 

· See below "Decisions Regarding simulation Model"
R3-002403  "Simulation Framework for IP based UTRAN performance Study", Alcatel

Discussion:
Presented by Alcatel.

Motorola : Page 7 section 2.2.1- multiplexer adds no delay to streams - should be several microseconds in reality or just in simulator ? In simulator no processing delay.

Cisco : Waiting for a number of packets to multiplex so need to have some delay added by the multiplexer ? Alcatel - this is the packetiser.

Nortel : RLC is segmentation and MAC is multiplexer or is it below RLC/MAC ? It has nothing to do with radio - only transport functionality. Compared with Motorola paper this one does not deal with framing protocol layer.

Ericsson : Does multiplex different voice streams so there is some delay. Alcatel : This is correct, logical terminology of what is meant may be the confusion - the packetiser adds the delay.

Nokia : Can the multiplexer really be reduced to zero -if it has no effect why is it there ? Alcatel - it logically combines several sources, but timing and delay is accounted for in the packetiser.

Nokia : What are the parameters for multiplexer ? How is it configured ? Alcatel : there is nothing to configure. Terminology issue.

Mitsubishi : What is the difference between multiplexer and FIFO in variant two ? Multiplexer puts them into the queue based on priority, and FIFO just takes the inputs and serialises them.

Lucent : Data packets and voice into same container ? Alcatel : It is an option in the protocol, but you do not have to do it.

Nokia : How do you make the multiplexer exist in the simulation - what impact does it have, it appears to be unnecessary in this model ? Alcatel - difference between fig 3 and fig 4 is that packetise different sources with different priorities in one packet, in fig 3 always sources have same priority - this is difference between them.

Ericsson : Fig 3 - why would you not segment first and then do CIP rather than the other way around ? Alcatel - It is implementation dependent and independent of CIP and PPPmux.

Decision: 

See below "Decisions Regarding simulation Model"
R3-002424  " Simulation results for IP based Iub for R’00", Lucent

Discussion:
Lucent presented section 3 of the document.

Similar to Motorola model.

Alcatel : It says standard deviation of data delay should be used to define jitter - doubt if the confidence of the simulation, how many runs etc. means that this will be the case.

Motorola : agree with Alcatel.

Lucent : jitter is difference in delay for successive packets.

Alcatel : Need confidence interval of results. Lucent - it is presented in mean, min and max delays for 10 experiments.

Motorola : proposed that agree on 95% confidence interval.

Alcatel model is more detail for L2 part of Motorola/Lucent models, and also the combination of voice/data in same packet is also different.

Decision:

· See below "Decisions Regarding simulation Model"

Decisions Regarding Simulation Model

· Agreed the four traffic mixes ( were the same in all three contributions ) 100% data, 100% speech 20/80 and 80/20.

· Agreed speech source model as per Motorola contribution. Will be included in the technical report.

· No agreement on data source models, and will have to continue and compare simulation results. The two models are  i) per the Motorola/Lucent contributions and ii) as per the Alcatel contribution. Objective is to have papers for next RAN3 meeting. Nothing to be included in technical report at the moment.

· Agreed that RLC FP model of Alcatel contribution for RNL source bit rate. This will be put in the technical report.

· Agreed that the throughput should be specified as % of used bandwidth at source level and not including TNL protocol overheads ( but TNL protocol overhead is included in simulation ).

· Agreed that Alcatel will propose a number of scenarios i.e. mix of number of users of each type. To be agreed via the reflector.

· Agreed that will not include NBAP and O&M traffic.

· Proposal from Lucent to use standard deviation as jitter measurement was not agreed.

· Agreed that we need a model of common building blocks for TNL like the one proposed by Alcatel ( fig 3 and 4 in 2403 ), but without the multiplexer, with multiple inputs to the packetiser and queues, and add new block, header compression function. Motorola to propose a description of this header compression function.

· Performance criteria as defined in Alcatel paper ( 2403 ) section 3 was agreed.

· Agreed that a single E1 link is assumed.
1.5 Others

R3-002398  "Benefits of IP based transport in UTRAN", Alcatel

Discussion:
Presented by Alcatel.

Nortel - first statement under reduced signalling - please justify. Alcatel - connectionless transport means that no connections are needed to be established, e.g. equivalent to QAAL2 is not needed.

Ericsson : Open transport architecture - don't agree with term 'de facto standard' as there are other options. Alcatel agree wording is not fully clear. Proposed to change it to 'widely accepted'.

Nokia : Text needs to be more objective to be included e.g. it does not mention QoS. 

Ericsson agree with Nokia, many of the benefits mentioned also apply to ATM for instance. Alcatel -  L2/L1 transparency and flexible inter-connection are main points.

Siemens : Reduced signalling only mentions advantages of removing ALCAP, but not drawbacks.

Ericsson : it also implies a solution,  i.e. whether an ALCAP is needed or not, which has not yet been discussed.

Decision: 

· See below Decisions on 'Rationale for IP'

R3-002428  " Rationale for IP transport for UTRAN", Ericsson
Discussion: Presented by Ericsson.

Alcatel : QoS - If Iur/Iub is all delay sensitive traffic why use Diffserv ? Ericsson : there is a difference in delay for data types e.g. voice and data, and also for O&M traffic. Alcatel : But only one Diffserv behaviour can guarantee delay so should not mention it specifically.

Alcatel : 6 bullets under IETF assume solutions. Clarifying that the list is 'for example' could be a solution to this.

Ericsson ; We need to evaluate if these are suitable.

Motorola : The list of issues should be included in appropriate sections rather than under a rationale for use of IP. Ericsson : intent was to start from where we are today and why we selected ATM else we would have selected IP from day one.

Cisco agreed with Motorola.

Decision:
.

· See below Decisions on 'Rationale for IP'
Decisions on 'Rationale for IP'

· Take text from Ericsson contribution from 'Some mobile operators require a UTRAN …" to the end of that section as part of TR rationale section 4.2, but modify to move sentence 'To have networks with homogeneous technology can save management and operations costs' to bullet 4.
· From Alcatel contribution 'Open transport architecture' add a bullet in rationale section 4.2, saying IP is L2 independent.
· From Alcatel contribution add  'Dynamic update of routing tables' as a bullet in section 4.2

R3-002429  " Liaison statement from MWIF WG4 (IP-in-RAN) on the study of IP in the RAN as a Transport Option", MWIF

Discussion:
Presented by Motorola.

No questions or comments.

MTR-006 is available via the MWIF web site. Brian Marchent of Fujitsu is the editor of the document and can provide it if requested.

Participating companies ( in MWIF ) are requested to provide contributions on recommendations and work done by MWIF to 3GPP in the hope that this may avoid duplication of effort.

MWIF has 3GPP status as a market partner, which means they can put in market requirements rather than technical requirements - technical will have to be provided by individual companies.

Decision:

Noted.

2 Contributions to the Requirements section

2.1 General requirements

R3-002427  "Architecture Requirements for IP UTRAN', Cisco

Discussion:
Presented by Cisco.

Ericsson : what exactly does a 'working group draft' mean in terms of the level of commitment. Cisco : Intent is not to accept any drafts that have not been accepted as work items.

Lucent : If we have good solutions that are not IETF work items then we should still use them. Cisco : Yes- the last sentence allows us to propose recommendations to IETF also.

Discussion on whether we should restrict more than working group drafts. On a case by case basis we can assess the schedule and stability. 

Alcatel : Think it is too restrictive.

Nokia : Why not just leave the text we already have - what is the rationale for changing it ? Cisco - if we are to adopt IP UTRAN then preference to IETF protocols is sensible.

Alcatel : TSG SA meeting number 8 generated an IETF Co-ordination function, and we should align to the SA meeting and co-ordinator.
Nortel : Contribution clarifies what an IETF standard is, support the proposed added text.

Decision:  

· Accept the clarification that an IETF protocol is an RFC or working group internet draft, to be included in the technical report. Also elaborate that RFC's that are standards i.e. use "Standard RFC's".
· Statement of preference for IETF protocols not accepted.

R3-002426  " Addressing requirements for IP UTRAN", Cisco

Discussion: Presented by Cisco.

Proposal is to add this to general requirements rather than where it is currently proposed i.e. section 5.x

Nokia : Assumes that IPv4 is used - we have not decided between v4 or v6 or both. Cisco - restate bullet 2 to say "if Ipv4 is used".

Alcatel : Section 6.7.2 the phrase 'RAN IP Addressing' what does this mean,  IP addresses, SCTP stream ID etc. or is it restricted to just IP address. Cisco - IP addressing - i.e. network element addresses.

Ericsson : This more relates to how a network is built rather than the protocols we will develop - what bearing does it have on what we will do ? Should be in the study area rather than requirements as it is part of a networking study. Cisco - open to this and would be happy to put it in the study area.

Siemens : clarify multi-homing requirement. Cisco - multi-homing allows access from within private networks and to other networks i.e. access from different 'homes' or domains such as O&M network and RAN. 

Siemens : Multi-homing could also mean that one Node B relates to multiple RNC's which we do not have - so needs rewording. Cisco - propose to say 'where applicable'.

Alcatel - dependency on network element and interface type - network element must have one address per interface. Cisco - intent was LAN or WAN not functional interfaces e.g. Iur and Iub, and likely to have more than one IP address on these interfaces. Cisco - has nothing to do with number of addresses, but to do with the fact that it is not related to physical topology or interfaces. 

Alcatel : This puts it in conflict with the third bullet ? Cisco : No contradiction if we keep first bullet as it is.

Nokia : Change it to say 'should' rather than 'shall'. 

Telia : Keep 'shall' and if we cannot meet it we can revise the requirements later if we find that we cannot fulfil them. 

Alcatel : last bullet is a solution. Propose to remove the last sentence.

Nortel - but we do not want NAT, generally a bad thing so do not want to do it. Cisco agree. 

Decision : 

· Agreed that 6.7.1.1 and 6.7.1.2 to be added to new section 5.x, Addressing

· Agreed, with changes below, to include proposed  6.7.1 and 6.7.2 in a new section 6.7 Addressing

· restate bullet 2 to say "if Ipv4 is used"

· say 'where applicable' in bullet point four on multi homing

· change bullet one to say 'should' rather than 'shall' - clarify what RAN IP addressing refers to

· remove last sentence from bullet 7

R3-002410  "IP UTRAN Concepts", Nortel Networks

Discussion:
Presented by Nortel.

Cisco : section 2.2 proposes addressable flow for a given UE from several MAC transport channels - to provide QoS you mark the packet - do not use a specific address. Nortel : Addressing is so that they can have a different path. Cisco : can be classified at layer 3, don’t see how addressing adds separate value. Nortel : concern is with number of addresses  - only talks about UTRAN addressable flows and proposal is IP address plus UDP port. Cisco - UE still has more than one IP address ? Nortel : Yes - there is a compromise between number of flows and addresses.

Nortel : Different flow would allow the QoS to change during it's life - not allowed by current IP protocols.

Cisco : this is trying to use addresses to achieve QoS. Nortel : IP QoS is based on an IP microflow - this is in line with that.

Defer this discussion to the QoS section of the agenda ?

Nortel : Proposal will allow routing to be done on IP/UDP port routing to distinguish between two GGSN's. Cisco : proposing to change the current standard, and the RNC will need to know about this ? Nortel - already covered as RAB assignment already gives IP address to be used.

Decision:

· Not accepted, but discuss proposals during the QoS section of the agenda.

· New contribution invited from Nortel to describe smallest granularity of channel and/or definition of flows that need to be identified for each interface and addressing that we would want to use for that.

· TR Addressing sub section will be renamed to RNL flow identification, and all routing aspects should be covered in section 6.8 Transport Network Architecture and Routing. A Transport Network Architecture and Routing sub-section will also be added in Requirements, and Agreements major sections.

2.2 Independence to Radio Network Layer

No contributions received.

2.3 Services required by the upper layers of user planes of Iur and Iub

R3-002425  "On the requirement of in-sequence delivery for the user planes", Telia AB

Discussion: Presented by Telia.

Nokia : Assumes that CFN is used to do re-ordering in the receiver, but this is not specified elsewhere. Telia : not proposed to make it do any re-ordering as ATM does not do this either.

Ericsson : Similar concerns - should this be a release 99 CR to make sure it is not a requirement there also ?

Nortel : RNC does not have to send in CFN order, so Node B does already do this re-ordering. Ericsson : timing advance would not work if you did that. Nortel : you could use 100ms window for a 10ms TTI, and then is could be valid.

Nokia : 25.427 only requirement is the in sequence delivery. Siemens : that is because it is provided by AAL2, so either delete it or fulfil it with IP as well. Nokia this is a change to RNL to deal with new TNL, and have a requirement not to do this.

Not agreed, needs further analysis e.g. on control frames and timing advance to determine if it is valid or not, and whether it has backwards compatibility issues i.e. R99 networks may have been designed to have this in sequence delivery.

Telia will not provide further analysis so the conclusion is that we have removed the question in the TR and accept that in-sequence delivery is required
Decision:
.

· Remove question from section 5.4 of the Technical Report, and in sequence delivery is a requirement.

2.4 Coexistence of the two transport options

R3-002413  "Requirements for interworking between release 99 UMTS nodes and IP UTRAN nodes", Ericsson

Discussion:
Presented by Ericsson.

Nokia : Is TL IW node intended to be a separate node ? Ericsson : It is intended to show it needs to be specified as the node may not be an endpoint - alternatively all nodes need both IP and ATM interfaces.

Nortel : Not clear that you have to specify it, and don’t see that it makes every UTRAN node need to have both. Ericsson : It does need to be possible e.g. for Iur.

Nortel : Let network do inter-working, but nodes do not need to do both interfaces.

Alcatel : Mixing backward compatibility and co-location of R00 and R99 nodes, should keep them separate..

Alcatel : Cannot agree with the figure, first should list the scenarios we want to solve.

Alcatel : first bullet in 2.1 refers to IP node interfaces - physical or UTRAN interface based on IP transport. Ericsson : Intention is that they are UTRAN interfaces.

Decision:

· No agreement - further contributions are required.
R3-002390  "Coexistence of R99 and R00 transport options", Motorola

Discussion:
Presented by Motorola.

Nokia : What is the basis for saying ATM L2/L1 options are less efficient. Motorola : It is an assumption, so would accept less strong wording.

Alcatel : We do we mix R99 and R00 ? Conclusion : Neither this or the Ericsson contribution propose any solutions outside of the scope of this work item.

Discussion on whether the interworking should be contained in TNL or RNL - objections sustained to both options, so no agreement reached.

Decision:

· No agreement - further contributions are required.

.

2.5 Quality of Service

R3-002410  "IP UTRAN Concepts", Nortel Networks

Discussion:
Already presented above, QoS aspects re-iterated.

Nokia : Does QoS implementation refer to Diffserv, RSVP or PHB of Diffserv ? Nortel : Not proposed specifically.

Nokia : Cannot leave QoS totally open, must specify it.

Ericsson : States Diffserv tagging - RNL will pass QoS to TNL which will choose Diffserv code point - maintains independence between RNL and TNL ?

Cisco : Agree that if intent is as stated by Ericsson this is acceptable, but definition of UTRAN flows is not fully clear.

Alcatel : RNL has different QoS requirements and TNL should fit with these e.g. if only has one QoS it must provide the best required QoS. Why does it say that QoS is at IP layer, why not above IP layer ?

Cisco : Network elements are responsible for marking a packet and TNL responsible for delivering the QoS - is this agreed ?

Alcatel : Only one Diffserv class supports guaranteed delay. All flows on Iub have a delay constraint but this is different for different services so we have an issue.

Ericsson : We do need to specify a few interfaces even down to L2 for instance for the point to point case e.g. for direct connection of nodes without external router.

Ericsson : IP has many options and we should limit these to ensure inter-operability.

Alcatel : We have a requirement for L2/L1 independence so we should not specify requirements below this. 

Decision:


· Text in section 6 of the contribution changed to say 'The TNL shall provide the appropriate QoS as requested by the RNL. However, the way the end to end transport network actually implements the QoS shall not be specified below IP.' This text will be added to section 5.6 of the TR.

2.6 Efficient utilisation of transport resources
R3-002414  "Requirements on schemes for efficient bandwidth utilisation", Siemens

Discussion:
Presented by Siemens.

Nortel : What is the definition of multiplexing ? Siemens : It means packaging of several frames into a single packet.

Alcatel : What is meant by independent ? Siemens : may use header compression without multiplexing, or vice versa, or in fact both.

Decision:

· No agreement on proposed requirements

· See below ' Decision On Bandwidth Utilisation Requirements'
R3-002410  " IP UTRAN Concepts", Nortel Networks

Discussion:
Already presented.

Relevant section is section 7.

Cisco : Considers both multiplexing and header compression to be L2 ? Nortel : anything required for narrow bandwidth links should be contained within L2 and not propagated to the rest of the network.

Decision:

· No agreement on proposed requirements
· See below ' Decision On Bandwidth Utilisation Requirements'

R3-002401  "Iur/Iub user plane protocol stack for IP based transport in UTRAN" Alcatel

Discussion: Presented by Alcatel.

Nokia : Segmentation is performed above IP so packet size is limited ? Alcatel : Yes - otherwise require this from L2, but want independence from L2.

Cisco : Segmentation first sentence - is there an implication what the medium is in the statement about delayed access ? Alcatel : It addresses the relation between packet size and link speed.

Nokia : There are drawbacks in doing segmentation above IP and introduces overhead, so we may have to set requirements on L2. Alcatel : Overhead will be introduced wherever the segmentation is done.

Decision:


· No agreement on proposed requirements

· See below ' Decision On Bandwidth Utilisation Requirements'.

Decisions On Bandwidth Utilisation Requirements :

· Agreed a requirement worded as follows : "The TNL shall provide the functionality of sufficiently de-coupling the bandwidth optimisation techniques such that they can be used independently of each other". To be added to section 5.7 of TR.

· Agreed a requirement worded as follows : "The TNL shall provide the means to enable or disable the schemes for efficient bandwidth usage ( e.g. header compression, multiplexing, etc… )." To be added to section 5.7 of TR.

R3-002412  "IP UTRAN Bandwidth utilisation", Ericsson

Discussion: Presented by Ericsson.

Cisco : Some have been covered in earlier discussions.

Ericsson : Section 2.4 says that header compression can still be used on high speed links, not covered in previous agreements.

Cisco/Motorola/Nokia : Section 2.4 applies to routed networks rather than high speed links specifically.

Decision:

· Section 2.1 is already covered by earlier discussion so does not need to be included.

· Section 2.2 is already covered by earlier discussion so does not need to be included.

· Section 2.3 is already covered by earlier discussion so does not need to be included.

· Section 2.4 last paragraph, last sentence agreed to be added to section 5.7 with changes to read as follows "In addition, for high-speed routed segments, it is important that specific bandwidth optimisation mechanism is not required at every hop."

· Section 2.5 to be discussed under agenda item 3 iii

2.7 Layer 2 / Layer 1 independence
R3-002410  "IP UTRAN Concepts", Nortel Networks

Discussion:
Already presented above.

Section 4 applies to this topic.

Cisco : Does the TR not already cover this. Nortel : Additional requirement is specifically that we will not specify any particular L2 rather than just being independent.

Alcatel : Bandwidth optimisation we defined some requirements that impact L2 ? Nortel : Still allows flexibility to choose L2.

Ericsson : should state 'end-end' as we did previously.

Nortel response to Cisco question : Node B and RNC are not required to have the same L2.

Ericsson : We should specify some complete stacks to allow interoperability.

Cisco : only certain L2 will provide functions

Nortel : Specifying L2 does not guarantee inter-operability, it is at the IP level that is the need, and would have to define L1 also.

Ericsson : If RNC and Node B are directly connected we need to specify this. 

Nokia : agree with this and need to meet requirements we defined earlier.

Decision:


· Not agreed - need a written proposal. Contributions invited.

2.8 Other
R3-002399  "Security Requirements", Alcatel

Discussion:
Presented by Alcatel.

No text is proposed to be included in TR at the moment - document is for discussion only.

Nortel : Not sure that there are specific security requirements at TNL - it is an end-end layer.

Ericsson : The UTRAN may not always be a private closed network so we need to define what the requirements are.

Cisco - the network scenarios are important to defining the security aspects.

We need to agree on the network scenarios for which we want to cover the security aspects.

Nokia : Interworking may be an issue if we do not specify anything.

Ericsson : Performance impacts of security mechanisms must also be addressed.

Decision: 

Noted.

3 Contributions to the Study Areas

3.1 External standardisation

No contributions received


.

3.2 QoS differentiation

R3-002421  "Considerations on Layer 2 independent IP transport", Nokia

Discussion: Presented by Nokia.

Alcatel : Last sentence in first paragraph of section 2, what is the exact meaning, which examples are referred to by the term 'generally'. Nokia : If we do not specify L2 then we cannot expect these things from L2 - if we require it then we are specifying L2.

Ericsson : No-one has said we cannot put requirements on L2, but some companies have expressed the view that we do not need to define a specific L2.

Alcatel : Figure 2 - segmentation is shown in L2 ? Nokia : Segmentation is not shown in Fig 2.

Cisco : IP does have solutions for fixed/maximum MTU size.

Agreed that we will specify requirements that L2 will have to fulfil even if we do not specify L2.

Cisco : What are we expecting L2/L1 to provide with regard to QoS. Nokia : for instance delay and delay variation.

Decision: 

· Proposal 1 - To be included in section 6.2 of TR.

· Proposal 2 - To be included in section 6.2 of TR.

· Proposal 3 - Agreed wording changed to read - "The role of Layer 2 and Layer 1 in the QoS and/or in the transport resource efficiency needs to be considered when specifying the requirements towards layer 2 and layer 1, and when making the decision whether or not to specify the corresponding Layer." To be included in section 6.5 of TR.

R3-002411  "IP UTRAN transport user plane protocol", Ericsson

Discussion: Presented by Ericsson.

Chairman : Some proposals will be discussed under later agenda items, but questions and clarifications will be on the whole document. Will consider proposals 3, 5 and 6 under this agenda.

Section 2.3.2 - discussion on what the sizes are and limits of IPv6 and IPv4 - it is possible to send smaller packets than the 1280 minimum stated. It was clarified that the point was that IPv6 cannot rely on MTU to segment smaller to ensure efficiency over low speed links.

Cisco : Fragmentation is supported by IPv6, but only end to end - IPv6 routers do not fragment.

Alcatel : Application level fragmentation is end to end affecting efficiency over higher speed links - but efficiency is not as important for higher speed links. Ericsson - smaller packets make router work harder and efficiency should still be considered.

Siemens : Application level is ambiguous. Ericsson : It does not mean xxxAP, but IP layer stacks i.e. within TNL.

Decision: 

· Proposal 3 - agreed with modifications as below 

· Last sentence of 2.3.1 final parenthesis should say 'transport block set'

· Section 2.3.2 should say 'disadvantages of IPv4 fragmentation' before bullet list, and fourth bullet is deleted.

· Section 2.3.3 is agreed with second last sentence ( i.e. the sentence "It also is not possible with IPv6 since the minimum MTU size is 1280 bytes." ) deleted. Contributions for appropriate description of this issue are invited.

· Section 2.3.4 agreed with final sentence modified to say ". It’s possible that this size could be configured based on knowledge of the slow links but this affects the processing and routing efficiency over higher parts of the transport network."

· Section 2.3.5 agreed with the following modifications. Second sentence modified to read "As an example, for PPP, the fragmentation capabilities in multilink PPP [3] can be used for this purpose."  Final sentence modified to say " It can be multi-hop using tunnelling in which case it is more flexible than application level and IP fragmentation." 

· Proposal 5 - first two sentences not required as we have an agreement that in sequence delivery is required. Last sentence agreed but changed to read as follows " If fragmentation is provided between IP layer and RNL, then a sequence number is required in order to reassemble the fragments."

· Proposal 6 - rename section as Error Detection. Modify final sentence to say " Whether additional error checking is required above the UDP layer is FFS." Remove third bullet under ATM/AAL2 list. 

R3-002405  "Comparison between IP Fragmentation and CIP Segmentation", Alcatel

Discussion: Presented by Alcatel.

Nortel : Why RFC2507 rather than RFC2508 as RFC2507 is for lossy links ( non trivial packet loss ) ? Alcatel : Interactions with fragmentation apply also to RFC2508 ? Nortel : Probably not.

Cisco : 2.1 third bullet - why bigger real time packets need more resources, and why is over dimensioning tied to maximum packet size. Alcatel : Very general QoS and queuing issue. 

Nokia : Does it apply to control plane and management plane ? Alcatel : It could be relevant for all planes - SCTP will provide functionality for control plane.

Cisco : CIP is a new transport protocol - is it proposed to IETF or planned ? Alcatel : Not discussed yet, not decided the best place to propose it, but that is the intention.

Alcatel : Text proposed for fragmentation discussion we had on Ericsson contribution 2411 is proposed to be section 2

Nortel : But this does not recognise the issue related in 2411 regarding small chunks in high speed part of the network. Alcatel : Chapter 2 does not require it to be end to end.

Nokia : CIP assumes end to end ?

Alcatel : Segmentation alone will not do the job, need QoS discrimination also. 

Nokia : Why does segmentation and scheduling need to be on the same layer ? Alcatel : Because if all go into a single FIFO then segmentation does not help.

Cisco : study item needs to look at whether selection of a particular MTU size may be all that is needed. Ericsson : Paper states the opposite of this.

Decision:

· Third bullet in section 2.1 agreed to be included in section 6.2 of TR

R3-002409  "IP UTRAN - MPLS-Based Solutions", Nortel

Discussion: Presented by Nortel.

2.1 and 2.2 proposed to be included in section 6.2 during the presentation.

Document was for discussion so no proposed text will be accepted. If we accept a general concept then further contributions will be invited to add appropriate text.

Motorola : Says MPLS reduces to 4 bytes header - what about the dynamic parts of the header ? Nortel : Can re-calculate the dynamic parts.

Alcatel : Sounds like header compression. Nortel : Yes it is similar, but believe that this removes the need for multiplexing, all other proposals have header compression and multiplexing, and this can be routed where other compression techniques cannot do this.

Alcatel : IP/UDP header replaced by label - is this meant to be one label per user flow ? Nortel : To be determined, but in general a label per IP/UDP header.

Alcatel : MPLS is used for trunking in backbone, not for label per flow, not in spirit of MPLS. Nokia : Agrees with this concern.

Nortel : MPLS has features to address this such as label stacking and label merging.

Lucent : How is fragmentation dealt with - can MPLS header be used for this also. Nortel : MPLS does not support fragmentation so this would have to be done at L2.

Nortel : Not stating that MPLS is the solution, just that it is one solution that works. Proposal is that we do not need to specify additional mechanisms in higher layers to perform this function.

Cisco : Agree that this may work, but needs further work to determine the detail.

Alcatel : Is MPLS the only solution that will work ? If so then the conclusion may not be acceptable as MPLS may not be supported in the backbone.

Nokia : Proposed for narrow band links - or is it proposed to be used over backbone i.e. between RNC and Node B, or is it just the last mile ? Nortel : Intent is to be used over the entire network between RNC and Node B's - but it is an operator choice about the technique that is selected and others may be used in different parts of the network.

Alcatel : What means to do traffic engineering with MPLS. Nortel : Constraint based routing, O&M, RSVP etc. and it does require operator intervention, not totally automated.

Alcatel : End to end traffic engineering - which kind of granularity, one per user would mean need to establish a path for each user and would need to have an ALCAP like requirement. Nortel : This is not the intent, and MPLS paths should be per QoS and multiplex flows using label stacking.

Decision: 
· Proposal for text to be included in TR not accepted as no proposal in the paper.
· Contribution invited to propose text.
3.3 Transport network bandwidth utilisation

R3-002401  ""Iur/Iub user plane protocol stack for IP based transport in UTRAN" Alcatel

Discussion: Presented by Alcatel.

Section 2 is the part relevant to this discussion.

Nokia : What is the mechanism to negotiate the identifiers - ALCAP like or in application part ? Alcatel : Explained in another contribution - something similar to GTP on Iu is proposed.

Cisco : New transport protocol - difficult to define a new protocol in IETF. Alcatel : Yes it is new - if we need this then will propose to IETF, and may be easier than usual with 3GPP backing.

Nortel : Can CIP container have CIP packets from different services ? Alcatel : Flexible enough to allow this, but the best approach for required QoS needs to be discussed - but container per QoS may be a big advantage.

Nortel : How does it satisfy QoS and out of sequence packets ? Alcatel : QoS on IP layer or possibly ( but needs to be studied ) at CIP layer. Out of sequence packets - sequence number in packet header, but no sequence number for normal FP packets, rely on FP i.e. that it can recover from out of sequence packets.

Nortel : IP QoS mechanisms implies that fragments in CIP container have same QoS. Alcatel : Yes.

Cisco : Can you turn the multiplexing on/off ? Alcatel : Details are explained in the next document.

Ericsson : Why is the container header needed - is it for future ? Alcatel : it is not needed and is here to show a more general approach and future extension.

Decision:

· See Decisions on Transport Network Bandwidth Utilisation.

· No proposal for this sub section so no text to be included.

R3-002402  "Composite IP Protocol for UTRAN User Plane"

Discussion:
Presented by Alcatel.

Siemens : Is there any IPR associated with CIP ? Alcatel : No special issue.

Motorola : Can you do routing with it ? Alcatel : No, use IP for routing, CIP is end to end.

Ericsson : CIP container header will never be there, so it should not be shown.
Nortel : why is there no CIP container header ? Alcatel : it is used for common header information and is not used in the UTRAN case.

Section 2 not agreed as it describes CIP container.

Cisco agreed that the PPPMux document referenced in this paper is out of date as per IETF rules as it is more than six months old.

Decision: 

· See Decisions on Transport Network Bandwidth Utilisation.

· Agreed to include section 3 in new section 6.2.1 of TR, with Figure 1 modified to remove the CIP Container header.
R3-002414  "Requirements on schemes for efficient bandwidth utilisation", Siemens

Discussion:
Already presented.

Proposal 2 discussed.

Cisco : Valid scenario in UTRAN where a logical link can go over more than one physical link ( i.e. multiple E1's ) - is this OK. Siemens : You could use inverse multiplexing.

Nortel : Then need to clarify that it is point to point.

Alcatel : Need terminology on point to point and routed to be clarified, as a routed interface is several point to point interfaces.

Chairman : UTRAN all are logical interfaces ( Iub, Iur, Iu ) and are point to point. Physical implementation is not defined.

Siemens : propose change to say 'logical interfaces that have one hop or several hops in the transport network'

Decision:

· See Decisions on Transport Network Bandwidth Utilisation.

· First paragraph agreed for existing section 6.3

· Second paragraph not agreed.

· Remainder not agreed - discuss again under section 6.8

R3-002409  ""IP UTRAN - MPLS-Based Solutions", Nortel

Discussion:
No additional presentation required.

Decision: 

· See Decisions on Transport Network Bandwidth Utilisation.

· No text agreed to be added - Nortel invited to propose text at the next meeting as paper was for discussion only.
R3-002430  " Lightweight IP Encapsulation Scheme for UTRAN User Plane Revision 1", Lucent Technologies

Discussion:
Presented by Lucent.

Motorola : MH1 and MH2, 1 or 3 bytes, 3 bytes used only when muxing. Lucent : 1 byte is used when payload has it's own header e.g. UDP header.

Cisco : What was the reception at the IETF meeting it was proposed to ? Lucent : LIPE has been presented in IETF but we are trying to establish the right

IETF group to proceed further with the document. The document has not yet

been approved.
Decision: 

· See Decisions on Transport Network Bandwidth Utilisation.

· No text agreed to be added - Lucent invited to propose text at the next meeting as paper was for discussion only.
R3-002411  "IP UTRAN transport user plane protocol", Ericsson

Discussion:
Already presented.

Section 2.4 is relevant to this part of the discussion.

Decision: 

· See Decisions on Transport Network Bandwidth Utilisation.

· Section 2.4 agreed to be put into existing section 6.3, new sub section General Issues.
Decisions on Transport Network Bandwidth Utilisation

· Create two subsections of existing section  6.3 for General issues and Solution Comparison data

· Merge new sections 6.13 and 6.14 agreed earlier to a single section to be section 6.2 User Plane Proposed Solutions, with sub sections to describe the proposed solutions, 6.2.1 CIP, 6.2.2, LIPE, 6.2.3 PPPMux, 6.2.4 MPLS

R3-002412  "IP UTRAN bandwidth utilisation", Ericsson

Discussion:
Already presented.

Section 2.5 is relevant to this part of the discussion.

Nokia : Resource management set up time - what is meant ? Ericsson : over provisioned is zero, per flow set up would take time.

Alcatel : Suggests that we should use on-demand resource allocation ? Ericsson : it should be investigated.

Nokia : Allocation of resources bullet list, would like to see 'for example' before the list to clarify that there are others as well. Agreed

Decision: 

· Text from section 2.5 agreed to be included in TR existing section 6.3 in new General Issues subsection, but with the following changes 
· Modify intro sentence to Allocation of resources bullet list to read "Allocation of resources can be static or dynamic. It can also be performed by one or the combination of several methods, for example"
· First paragraph modified to read as follows " The solution for resource management should be scalable in complexity. It should also allow traffic other than UMTS traffic without seriously degrading the quality of service of the UMTS traffic. Some operators will require IP connectivity for other applications using the same network as the UTRAN. The use of VPNs can be investigated in order to facilitate the sharing of network resources. Resource management setup time should be minimized such that it meets the requirements but does not add too much delay for the application connection setup."
R3-002420  "Comparison of IP based Transport Alternatives for Iub/Iur interfaces", Cisco

Discussion: Presented by Cisco.

Questions to be sent on the reflector.

Lucent : LIPE and LIPE2 headers are not correct.

Alcatel : Overhead for PPPMux is assuming 2-3 bytes for header and difference is size of CID - need to compare the headers for similar functionality.

Motorola : Simulation paper uses maximum overhead, but additional 1 byte is only needed for first in a string.

Decision:

· Cisco invited to present a contribution on IETF process for our understanding
It was agreed that the simulation and comparison papers would be deferred to the next meeting in order to progress this meeting. Consequently the following contributions were not treated

2404, Simulation results – comparison of protocol stacks for UTRAN user plane, Alcatel.

2405, IP fragmentation and CIP segmentation, Alcatel.

2423 - Withdrawn

2424, IP transport to the RAN, Lucent. 

2431 - replaced 2394, Simulation results for Iub IP based User Plane protocol stacks, Motorola.

.
3.4 User plane transport signalling

The following documents were submitted but not treated.

2392, Establishment of Iur/Iub User Plane IP Transport “Flows”, Motorola.
2415, IP based User Plane for R00, Siemens.
2411, IP UTRAN transport user plane protocols, Ericsson ( some sections treated under other agenda items ).

.

3.5 Layer 1 and layer 2 independence

The following documents were submitted but not treated.

2410, IP UTRAN Concepts, Nortel ( some sections treated under other agenda items ).

3.6 Radio Network Signalling bearer

The following documents were submitted but not treated.

2388, IP based Iub Control Plane Protocol Stack for R’00, Motorola.

2389, IP based Iur Control Plane Protocol Stack for R’00, Motorola.
2406, NBAP signalling bearer in IP Transport, Alcatel.
2416, IP based Control Plane Protocol Stack for R00, Siemens.

2408, Use of SCTP associations and streams for NBAP signalling, Alcatel.
3.7 Addressing

The following documents were submitted but not treated.

2418, Addressing requirements for IP UTRAN, Cisco.
2417, Advantages of IPv6 compared to IPv4 for UTRAN IP transport, Siemens. 

2411,  IP UTRAN transport user plane protocols, Ericsson ( some sections treated under other agenda items ).
3.8 Transport architecture and routing aspects

R3-002391  "Routing of User Plane IP/UDP Packets", Motorola

Discussion: Presented by Motorola.

Ericsson : What would be a violation of this ? Nortel : If the RNL was asked to perform segmentation.

Ericsson : We have no control over the way the layers interact.

Nortel : MPLS may also affect it.
Motorola : Multiplexing and header compression should not be required at each hop.

Decision:


· First sentence is already covered. No change required.

· Second sentence not agreed as it does not bring anything additional.

· Motorola to propose better wording that can be agreed.

R3-002400  "IP Transport Architecture and Routing Aspects", Alcatel
Discussion:
Presented by Alcatel.

Siemens : Text above figure 1 propose UTRAN NE is a host or a router ? Alcatel : UTRAN NE will have IP address and implement an IP layer, no reason to restrict them to be one or the other.

Nokia : Are we sure that UTRAN element has to be a host according to RFC 1812 ? Ericsson : Yes, otherwise we will be defining a special type of host.

Decision:

· Agreed to include proposed text for TR section 7.8 with the following changes

· Remove first paragraph and it's two bullets

· Second paragraph modified to read "IP hosting is a necessary function for a network element supporting UTRAN functions ( Node B, RNC )."

· Delete the figure

· Text after the figure "Routers forwarding IP ….", and associated bullets deleted.

· Final paragraph/sentence "UTRAN NE's……autonomous systems." accepted.

· Agreed to include part of section 2 into TR section 6.8 with the following changes

· Existing section 6.8 title to be changed to "IP Transport and Routing architecture aspects "

· Section 2.1agreed with no changes

· Section 2.2 first paragraph modified to read "Basically, the IP Transport Network is a set of nodes and links connecting Network Elements implementing UTRAN functions (Node B, RNC, and Management Platform). That network is responsible for transporting user, control plane data and O&M data between the Network Elements implementing UTRAN functions with some requirements (addressing, security, Quality of Service…)."

· Section 2.2 text "For a matter of clarification….." plus associated two bullets are removed.
· Section 2.2 text changed to read "In an IP Transport Network, one can distinguish between end nodes (hosts) and intermediate nodes responsible for forwarding IP packets."
· Section 2.2 text changed to read "Since standardisation of IP network transport option is intended to be layer 2 independent in this study area transport architecture is limited to nodes implementing an IP layer."

· Section 2.2 first sentence of last paragraph before Figure 1 modified to read ""IP hosting is a necessary function for a network element supporting UTRAN functions ( Node B, RNC ) but these network elements may include transport network functions ( routing, switching, etc… ). Like AAL2 switching for ATM transport, IP forwarding and routing is not part of UTRAN functions. Routers connect networks of IP hosts to build internets. Hosts are not allowed to route packets they did not originate."

· Section 2.2 after figure first sentence modified to "Routers forwarding IP packets in the transport network may have the following characteristics", and third/fourth bullets deleted.
· Section 2.2 Figure 2 title to be changed to "Example Architecture for IP Transport Network"

· Section 2.2 first sentence below figure 2 modified to read " The physical medium between one Node B and the first router is expected to be often bandwidth limited."
· Mail discussion needed to agree text in section 2.2 after figure 2 and all text in section 3

The following documents were submitted but not treated.

2414, Requirements on schemes for efficient bandwidth utilisation, Siemens ( some sections were treated under earlier agenda items )

3.9 Backward compatibility with R99/Coexistence with ATM nodes

The following documents were submitted but not treated.

2390, Coexistence of R99 and R00 transport options, Motorola, 

2413, Requirements for interworking between release ‘99 UMTS nodes and IP UTRAN nodes, Ericsson.

3.10 Synchronisation

No contributions received.


3.11 Security

No contributions received.
.

3.12 Iu-cs/Iu-ps harmonisation
No contributions received.






