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1 Introduction

Release ’00 will include the option of IP transport interfaces for the UTRAN. In release ‘99, the IuCS, Iub and Iur interfaces use AAL2/ATM transport and the IuPS interface is IP based in the user plane. The main goals for this work are to have an IP alternative for the IuCS, Iub and Iur interfaces and to ensure the ability to transport all classes of services over an IP network in an efficient manner; including IuPS applications. Consideration is to be given for utilizing a common user plane for IuCS and IuPS.

2 Description

2.1 General

AAL2 provides the following functions:

1. Connection identification

2. Segmentation

3. Multiplexing

4. Header error checking

5. AAL2/ATM provides in sequence delivery since it is connection oriented. 

An IP transport solution for UTRAN should be able to match this functionality.

2.2 Connection identification

2.2.1 General

AAL2/ATM identifies a connection based on an ATM VCC and an AAL2 CID. GTP uses a 4 byte Tunnel Endpoint Identifier (TEID) and a well-known UDP port. The advantage of having a large TEID is that GTP doesn’t require any other level of connection identification.

It should be investigated if GTP-U, a variant of GTP-U, a variant of AAL2 over UDP, or some other protocol should be used. It should also be investigated if the user plane framing protocols can be used directly over UDP. 

2.2.2 UDP ports as connection identifiers

It could be possible to use UDP ports for the connection identifier or in conjunction with a connection identifier in the application layer. With a destination UDP port this provides 65,000 connections possible per IP address. This is not very much from the perspective of a network node and a new IP address would need to be added to scale above this number of connections. Alternatively, each node could exchange a UDP port and both of these UDP ports could be used to identify the connection as a source/destination pair. This implies that a bi-directional connection is always established by sending the destination UDP ports. In most cases, a bidirectional connection is made over the Iub and Iur. This provides a 4 byte connection space which is sufficient connections for a node.

There are security issues that can arise when dynamic UDP ports are used in this way and firewalls and Network Address/Port Translators are used. These issues have been discussed considerably around the H.323 protocol. 

Firewalls

Mobile operators will use firewalls and Network Address/Port Translators even at base station. If the data must traverse a firewall, all the ports used for dynamic assignment must be allowed through the firewall for the IP addresses being used to terminate traffic. This can potentially compromise the internal network. It’s more secure to use a well-known port because then only the port for the radio network application is allowed through the firewall.

Alternatively, dynamic UDP ports can be used and Application Level Gateway (ALG) functionality can be used. This function looks at the application control signalling (such as RANAP), identifies the port that will be used for a particular flow, and opens that port in the firewall for the duration of the session. This has impacts on performance.

Network Address/Port Translators

Another security-related problem around the use of dynamic UDP occurs when Network Address/Port Translators are used. NATs are used to hide the internal structure of the internal network as well as to provide a means for sharing public addresses among a greater number of hosts with private addresses. 

NATs cause problems for the UTRAN because the IP addresses and connection identifiers (UDP ports, in this case) are chosen by the host inside the network and exchanged in the application control signalling. If the NAT translates the IP addresses and ports, the destination cannot be correctly identified. The IP address sent to the peer node may be a private address and not even routable. If a well-known port is used instead of dynamic ports then the port translation will always be the same and the internal node can be aware of the correct internal port used for that application. 

ALG can also solve this problem by intercepting the application control messages and changing the IP addresses and ports in the payload to reflect those from the NAT table but performance is affected.

2.3 Fragmentation 

2.3.1 General

Fragmentation is required to avoid IP fragmentation and, for slow links, to prevent short, time sensitive packets from being delayed by large packets in front of them on a link. For example, with a rate of 384 kbps and a TTI of 80 ms a data payload size of 3840 bytes will result. The RLC might segment this data but all the segments (transport blocks) are multiplexed into the same packet (transport channel). 

2.3.2 IP fragmentation

IP fragmentation is the capability of the IP protocol to fragment a packet into multiple segments based on the Maximum Transmission Unit (MTU) size of the path the packet will traverse. The MTU of the path can be “discovered” using MTU path discovery which involves sending an ICMP message over the path and receiving the smallest MTU discovered along the path. If the packet is larger than the path MTU, it will be fragmented. The MTU is set in a router based on the link characteristics. 

For PPP, the MTU size can be negotiated when the link is set up. For Ethernet the maximum and default MTU is 1500 bytes. For Gigabit Ethernet there is effort to make a 9000 byte frame size possible (Jumbo Frames).

Some disadvantages of IP fragmentation are:

1. Bandwidth efficiency with larger packets is not realized in the part of the path with larger bandwidths.

2. For IPv4, IP header compression cannot be used. This is not the case for IPv6.

3. For IP v4, the overhead is large when IP fragmentation is used.

4. For IPv6, link layer fragmentation will still be required for efficient bandwidth usage since the smallest IP fragment allowed is 1280 octets.

2.3.3 Fragmentation to facilitate real time traffic

In order to facilitate delay sensitive real time traffic, large packets can be segmented and the segments can be mixed with the higher priority traffic. This is only relevant for slow speed links where any delays can effect the performance of the applications. 

IP fragmentation does not automatically address this problem since IP fragmentation only fragments based on the size of packet that a link can handle. This packet size may not be small enough to allow the efficient use of the link when delay sensitive traffic is present. It could be possible for IPv4 networks to set the MTU of the link to a smaller size than necessary to facilitate delay sensitive traffic. However, this can effect the efficiency of the higher speed links along the path. It also is not possible with IPv6 since the minimum MTU size is 1280 bytes. IP fragmentation is always end to end for IPv6.

2.3.4 Application level fragmentation

Application fragmentation can help with avoiding IP fragmentation but does not automatically solve the problem for efficiency over slow links. MTU discovery can be used to determine the size of packet required to avoid IP fragmentation but it does not provide the necessary information required to know what packet sizes should be used for efficiency over slow links. It’s possible that this size could be configured based on knowledge of the slow links but this affects the efficiency over higher speed links along the path.

2.3.5 Layer 2 fragmentation solution

In general, it’s best to take care of slow link problems only over the slow link and not over the entire path. One alternative is to handle segmentation as a lower layer issue. For PPP, the fragmentation capabilities in multilink PPP [3] can be used for this purpose. With multiclass extensions, multiple flows can be identified within a PPP stream. The IPv6 specification says that for links that cannot convey a 1280 octet packet in one piece, link-specific fragmentation and reassembly must be provided at a layer below IPv6.

Layer 2 fragmentation provides flexibility because it doesn’t need to be end-to-end. It can be end-to-end using tunneling but its not required as it is for application level and IP fragmentation.

2.4 Multiplexing 

Multiplexing provides a means for reducing the impact of the size of the UDP/IP headers in a packet. It is important for gaining better bandwidth efficiency with small packets. Multiplexing can be performed at the application layer or a lower layer. An example of application level multiplexing would be if the length field in the GTP header would be used to delimit GTP tunnels multiplexed within one UDP/IP packet. This is not currently supported in GTP. Application level multiplexing reduces the impact of the IP and UDP headers. However, when header compression is applied, the overhead is already significantly reduced.

Multiplexing within a PPP frame is being addressed currently in the IETF [2]. Advantages of PPP multiplexing are:

5. Layer 2 multiplexing provides the possibility for routing multiplexed packets using tunneling as does application level multiplexing.

6. Application level multiplexing is end-to-end so how multiplexing is applied at the source must be based on the worst case link in the path. 

7. Packets with different IP addresses can be multiplexed in same PPPmux frame. With application level multiplexing, only packets going to same IP address can be multiplexed.

2.5 Sequence information

Normally, data will be transported in the network along the same path because routing tables should not be updated very often. However, the Iur, for example, could be routed over a large network. Therefore sequencing of data should be taken into consideration.

Many of the Radio Network frame protocol specifications say that the transport layer must deliver frames in order. 

If fragmentation is provided at the application layer, then a sequence number is required in order to reassemble the fragments.

2.6 Error protection

AAL2/ATM has the following error detection capabilities:

1. ATM provides no error detection capability for the payload, but only for the ATM header. 

2. AAL2 provides error protection for the header using the HEC. 

3. The AAL2 SSCS for segmentation and reassembly also provides for the possibility of detecting and discarding packets that contain errors. However, this is not used in the UTRAN. 

IP has the following error detection capabilities:

1. The link layer can protect the payload. Examples are the HDLC and the AAL5 checksums.

2. UDP has an optional checksum for IPv4 that is mandatory in IPv6.

Therefore, for AAL2/ATM no error checking is performed on the payload. For IP, error detection capabilities are provided at the link and transport layer. No additional error checking is required above the UDP layer.

2.7 Connection management

It’s necessary to provide a means for each node to determine if its peer is still able to communicate. This can be done in 2 ways:

8. An inband message can be defined like the Echo Request in GTP. Alternatively a frame protocol message that can be sent at any time and requires a response can be used.

9. An out of band means can be used such as using the radio network control signalling.

3 Proposals

Text should be added to the IP UTRAN technical report according to the following: 

1. Section 2.1 should be added to section 5.1, General requirements. 

2. Section 2.2, Connection identification, should be added to section 6.7, Addressing.

3. Section 2.3, Fragmentation, should be added to section 6.2, QoS.

4. Section 2.4, Multiplexing, should be added to section 6.3, Transport network bandwidth utilization.

5. Section 2.5, Sequence information, should be added to section 6.2, QoS.

6. Section 2.6, Error protection, should be added to section 6.2, QoS.

7. Section 2.7, Connection management, should be added to section 6.4, User plane transport signalling.

4 References

1. TR 25.933, “IP Transport in UTRAN Work Task Technical Report”, V0.1.1
2. “PPP Multiplexed Frame Option”, IETF draft-ietf-pppext-pppmux-00.txt.

3. “The PPP Multilink Protocol (MP)”, IETF RFC 1990.






Page 4(5)

