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1 Introduction

The purpose of this paper to establish a simulation framework and to define agreed assumptions, parameters and models for the investigation of protocol stacks for IP based Radio Access Networks. Performance criteria shall be defined which are suitable for the comparison of proposed solutions. By definition of these assumptions one shall obtain comparable, consistent and validated simulation results undertaken by multiple parties using different simulators.
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Figure 1: Assumed IP network architecture

In Figure 1 the general architecture is given for the IP network assumed for RAN. The most expensive part of this network is the last-mile link between the edge router and the NodeB. Therefore the bandwidth efficiency for this link is a crucial requirement. Protocol stacks proposed for the Iub/Iur interfaces [1], [2] are designed to reach best performances especially on that link. For that reason the simulation framework proposed in this document focuses on the investigation of the last-mile link. Bandwidths provided in the IP Network of routers are assumed to be large enough that they have no further impact for the selection of the protocol stack. Therefore, in a first step the IP network of routers is not included in the simulation model.

Only the downlink traffic is considered because it is the most stringent direction and it is assumed that results achieved for uplink traffic will lead to the same conclusions.

2 Framework

The general simulator model can be split in three parts which are nearly independent from each other.
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Figure 2: General Simulator Model

This modular concept allows an efficient reuse of simulator modules for the investigation of different proposed protocol stacks and provides transparency for comparison.

2.1 Traffic Models

2.1.1 Voice Traffic Model

The voice traffic is modelled as individual AMR generator per call. The parameters of the AMR generator are given in table 1. It generates 3 flows for the different classes of bits from the AMR codec and 1 flow for signalling information. The AMR generator consists of the two states “ON” and “OFF” due to DTX. The duration, a user remains in one state is given by a distribution function.
 Signalling is modelled by messages which are included in the traffic stream according to the given signalling distribution functions. This model is in line with the model defined within MWIF [MTR006].

The number of active calls is assumed to be constant. However, there is a significant difference between a simulation model where n users are speaking permanently and model where always n of m users (m>n) are speaking in parallel because each call will have an individual time offset inside the 20 ms period. Therefore, a call duration is modelled and the offset will be uniformly distributed in the 20 ms interval.

Class
Parameter
Values
Remark

On/Off State change
on time distribution
Exponential
Different for on/off time allows modelling of arbitrary on/off ratios


on time mean
1.0 sec



off time distribution
Exponential



off time mean
1.0 sec


AMR Packet generation
on packet size
12.2
81
103
60
Size of packets per flow generated by the AMR Codec 



10.2
65
99
60




7.95
75
84
40




7.4
61
87
0




6.7
58
76
0




5.9
55
63
0




5.15
49
54
0




4.75
42
53
0



off packet size
Comf. Noise
39
0
0



inter packet time
0.020 sec


Call
call duration mean
100 sec
a new sampling offset is determined for each call


call duration distribution
Exponential


Signalling
signalling rate mean
0.3 sec
Time between 2 signalling information elements


signalling time distribution
Constant



signalling information element size mean
80 bit
Size of signalling information elements


signalling information element size distribution
Constant


Table 1:AMR Generator parameters

2.1.2 Data Traffic Model

Data traffic can be categorised in three basic classes. The characteristic of their traffic requires individual modelling.

2.1.2.1 Background traffic

Background traffic will be typically generated by simple messaging services as SMS and email. After arrival of a packet of this class it will be transmitted over a channel with a constant bit rate. For a short term simulation it is reasonable to assume a constant number of active message transmissions. Individual packets are modelled to consider the packet size depending overhead. The resulting simulation parameters are listed in table 2.

Class
Parameter
Value
remark

Transmission
bit rate
tbd


Packet
packet size mean
tbd
packet inter arrival time is not required because constant load is assumed


packet size distribution
tbd


Table 2: Background traffic parameters

2.1.2.2 Interactive data traffic

Interactive data traffic is mainly generated by WWW serving. As for the background traffic, the number of active users will be assumed to be constant. The parameters are listed in table 3.

Class
Parameter
Values
Remark

Transmission
bit rate [kbit/sec]
64, 144, 384


Packet Call
# of packets per call distribution
Exponential



# of packets per call mean
25



packet inter arrival time distribution
Exponential
packet inter arrival time within a packet call


packet inter arrival time mean
0.0083 sec



inter packet call time distribution
Exponential
reading time between to consecutive packet calls


inter packet call time mean
12 sec


Packet
packet size mean
480 bytes
Pareto PDF: 
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If X is a Pareto distributed random variable then packet sizes are computed as P=min(X,m).

Parameters are not independend.


packet size distribution
limited Pareto with α=1.1, k=81.5, m=66666


Table 3: Interactive data traffic

2.1.2.3 Multimedia data traffic

Multimedia data traffic is used to model traffic which is typically generated by video streaming.

Tbd

2.1.2.4 RLC/FP Model

Voice Traffic

The RLC layer is transparent for voice traffic. Therefore, no overhead and no functionality is required in the simulation model for voice traffic in the RLC layer.

In the frame protocol flows are composed to streams which results in additional overhead as summarised in table 4. The frame protocol PDU has a header of 2 Bytes and a trailer of 2 Bytes which results in a general 32 bit overhead per PDU. Each flow in the PDU has an overhead of 8 bit for the TFI (3G TS 25.427). In the frame protocol each flow will be padded to 8 bit boundaries which results in additional overhead.

Class
Parameter
Value
remark

Stream
overhead per stream packet (CRC + CFN)
32 bit
overhead added per stream packet, regardless of its contents

Flow
overhead per flow (TFI)
8 bit
overhead added once per flow in each stream packet

Table 4: Parameters for Stream Overhead module

The following example should explain the FP PDU generated for the 12.2 kbs AMR codec in ON state.

· Header CRC, CFN
2 bytes

· 4 flows (DCH0-3) for class A, class B, class C and signalling

· 4 x 8 bit TFI
4 bytes

· 81 bit class A + padding
11 bytes

· 103 bit class B + padding
13 bytes

· 60 bit class C + padding
8 bytes

· signalling
0 or 10 bytes

· Payload CRC
2 bytes

2.1.2.4.1 Data Traffic

The RLC/FP splits the input packets to segments and also aggregates segments to new packets. While the input queue is not empty then one or more new packets are created per TTI. There size is chosen from a connection specific set of possible packet sizes. Depending on the signalled TF set multiple small packets or one large packet is used to satisfy the transmission demand. If required, padding packets are used as input to extend the new packets to the smallest possible allowed size.

Class
Parameter
Value
remark

Scheduler
inter packet time
TTI of the connection


Packet Control
packet overhead
16 bit
Length Indicator

Segment Control
segment size set
{0, 320} bits



segment overhead
16 bit


Transport Format
Peak data rate
64 kbps




144 kbps




384 kbps



RLC Buffer size
256 kByte



TTI
40 ms
20 ms optional


TF set size
64 kbps
{0,1,2,3,4,6,8} x 336 bits
TF set for 20 ms see TSGR1#14(00)0844



144 kbps
{0,1,2,4,8,16,18} x 336 bits




384 kbps
{0,1,2,4,8,12,16,20,24,32,40,48} x 336 bits


2.2 Protocol Stack Models

By investigating the protocol stacks for IP transport e.g. PPPmux or CIP one can find that the modules needed for implementation are: 

· multiplexer

· packetizer

· queues

· and the scheduler providing the prioritisation for the voice traffic

In the different protocol stacks these functions are provided by different layers. For the performance study these functionality can be modelled equally for all protocol stacks. The performance depends only on:

· header overhead per stream which can not be shared

· header overhead per container to be sent over the link

· the position of the packetizer

· the position of the queues and scheduler

The overhead can be introduced by parameters. The positions for the packetizer and the queues with the scheduler depend on the chosen implementation of the protocol stack. The implementations can be optimised per protocol stack depending on the QoS strategy. Two possible structures are shown in Figure 3 and Figure 4. The structure implemented in the simulator model shall be given together with the simulation results.
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Figure 3: Implementation Structure, Variant 1


[image: image5.wmf]Overhead

/ stream

Overhead

/ stream

voice

stream

voice

stream

multiplexer

multiplexer

scheduler

Overhead /

container

packetizer

D

t

Overhead

/ stream

Overhead

/ stream

data

stream

data

stream

Segment.

Segment.


Figure 4: Implementation Structure, Variant 2

2.2.1 Module Functions

· Multiplexer

The multiplexer is a functional entity which combines several input stream packets to a single output by using a “First Come First Serve” strategy. All input stream packets shall have the same priority. The multiplexer itself adds no delay to the streams.

· Packetizer

The packetizer composes the input packets to containers up to a maximum size or up to a maximum time. This process introduces additional delay to the streams.

Class
Parameter
Value
remark

Container Control
time out
0.003 sec
maximum delay time


max container size
2400 bit
maximum container size

Table 5: Packetizer Parameters

· Queues

Due to the limited bandwidth of the Last Mile Link Model queues must be provided. This process introduces additional delay to the streams.

Class
Parameter
Value
remark

Queue Control
Strategy
FIFO



max. size
infinite
no packet loss

Table 6: Queue Parameters

· Segment Function

The segment function splits the input packets to segments down to a fixed size. The related overhead shall be introduced on a per stream or per container basis depending on the implementation. This process introduces no delay to the streams.

Class
Parameter
Value
remark

Segment Control
Segment size
tbd


Table 7: Segment function Parameters

· Scheduler

The scheduler is a functional entity which provides prioritised service for two input queues. In our model one voice queue and one data queue are assumed. The voice queue shall be serviced until empty, at which time the data queue shall be serviced until the voice queue has become non-empty or the data queue is also empty. Voice packets cannot preempt data packets.

2.2.2 Examples

In the following table examples are given how the Protocol Stack Model could be used for protocols already introduced in [ 1 ] and [ 2 ].

Protocol
Structure
Overhead/stream 
Overhead/container 

cUDP/PPPmux-HDLC
Variant 2
CUDP 
3 byte
PPPlen
1 byte
PPPID
1 byte
PPPmux
1 byte
HDLC
3 byte

CIP/cUDP/PPP-HDLC
Variant 1
CIP
3 byte
CUDP
4 byte
PPP
1 byte
HDLC
3 byte

Table 8: Examples

2.3 Last Mile Link Models

A point-to-point connection between the Edge-Router and the NodeB is considered as Last Mile Link. It shall be modelled as infinite server providing a fixed service rate.

Class
Parameter
Value
remark

Link Model
n*E1
n=1
1.92 Mbps




n=2





n=3



Table 9: Link Parameters

3 Performance criteria

The most important performance criteria are delay and link utilization. The delay figures contain the packetization delay, the queuing delay and the transmission delay per individual stream. Confidence intervals shall be calculated based on the results of several independent simulation runs. Empirical studies have shown that about 10 simulation runs are the optimum to minimise computation time by still giving good statistical confidence. The duration of one simulation run depends on the required confidence interval size. It is not possible to make an accurate forecast about the required simulation time to achieve good statistical confidence. Therefore, the simulation time must be increased if the results are not meaningful. It is important for the reporting of simulation results that confidence intervals are included.

Statistic
Confidence Level
Remarks

99.9-percentile voice delay
0.95


link utilisation

Confidence level not important, can be calculated analytically

99.9-percentile transmission delay
0.95


99.9-percentile packetization delay
0.95


Table 10: Performance criteria

4 Proposal

It is proposed to agree that a common simulation framework is needed for the performance study on IP based UTRAN. This framework shall be used by all parties performing simulations. The simulation framework described in this paper should be used as basis for the simulations of bandwidth efficiency on the last mile. Updates for the simulation framework shall be proposed to RAN3 by separate contributions.

Contributions to RAN3 discussing simulation results shall be kept separated from updates for the simulation framework. Values chosen different as they are given in the simulation framework document shall be explicitly mentioned in the result paper.
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� An exponential On-/Off-state duration is in a discrete time system equivalent to a model, in which the state change probability is determined with a fix rate. Therefore, the Qualcom voice model is structural equivalent with given model.
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