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TSG RAN WG1 as the leading working group has begun work for R2000 according to RP-00-0055, proposed work item "Node B Synchronisation for TDD".

Currently, there are two proposals within WG1 how to synchronize different Node Bs over the air. One method proposes to use the existing SCH codes, the other proposes new synchronisation sequences to be transmitted on the RACH timeslot by the Node B.

Except for these differences on the air interface, the two methods are quite similar with respect to the measurements results and the higher layer processing.

Following the decision in RAN#8 WG1 is tasked to prepare a technical report on this work item. Part of the contents of this report are outside the scope of WG1 and therefore WG1 asks for support by WG3 to complete the report in time. Time is critical, since the report has to be finalized and approved at the next WG1 meeting on August 22-25.

Irrespective of the report, WG1 sees the following main issues, where answers and support is needed from WG3:

· Cell or Node B synchronisation: It is currently not clear in WG 1, whether a standardised solution should provide synchronisation at Node Bs or cell level. From WG1 perspective it is anyway going to be the same piece of hardware doing the measurement. The unclear issue in WG1 seems to be whether the timing correction from RNC is sent for each cell or for each Node B.

· Iub signalling: Definition of the messages and commands that establish the transmission and measurement plan, initialize the measurements, contain the measurement results and adjust the cell/Node B timing. 

· Sync port: The current specification of the sync port defines among others input signals and accuracies for this port as well as processing delays in a daisy chain configuration. However, the delay for the distribution of the sync signal from a masterclock or Node B to other Node Bs is not taken into account in the specification. Therefore, WG1 asks WG3 to consider means to compensate the propagation delay on the transmission line between Node Bs. WG1 sees this as a very attractive feature for cost-effective implementation of Node B synchronisation in cases, where over-the-air synchronisation is not available. 

Attached to this liaison statement are 4 documents describing the two proposals for Node B synchronization over-the-air available up to now as well as a draft version of the technical report.
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Introduction



At the last WG1#8 meeting in New York Tdoc R1-99g42 was presented, that introduced a method for nodeB synchronisation via special bursts in the RACH timeslot. Questions were raised about further technical details of the algorithm and the feasibility of such a method.



This paper tries to answer these questions and presents simulations results to demonstrate the performance of nodeB synchronisation via the RACH timeslot



Description of the method



The method  to synchronise Node Bs together is based on using infrequent transmissions of sync bursts in the PRACH time slots. Typically, one such transmission would be made per second in a given region – Any given Node B would make one such transmission approximately about once every 20 sec. Such soundings between neighbour Node Bs facilitate timing offset measurements and allow frequency corrections. The timing offset measurements are reported back to the RNC for processing to generate Node B timing updates 


The whole process is initiated and conducted by the RNC.  It is assumed that, prior to over the air synchronisation, the RNC will have already synchronised the Node Bs to the accuracy available given the unpredictable network delays. This is taken to be ±50 ms  although the actual figure is not critical. The RNC instructs each Node B when to transmit a sync burst in its PRACH slot and when to listen for a sync burst in a PRACH  slot. Because of the uncertainty at both ends, the Node B must listen, initially performing correlations of the sync burst over a period of 200 ms, corresponding to 768,000 chip positions. The complexity of this process can be reduced by using a hierarchical code for the PRACH sync burst.   Offline processing could be used to reduce real time processing requirements during the initial phase where the measurement windows are wide. No other Layer 1 processing is active during this initial phase.



A threshold is set for reception of the PRACH sync bursts at a Node B. If the received signal level does not exceed this threshold, no time measurement is reported.



Before the network is synchronised the Node Bs are only allowed to transmit their scheduled PRACH sync bursts. This is preferable to using SCH transmissions because it avoids the UE’s synchronising prematurely to Node Bs which have not, themselves, become synchronised.



Simulation



A discrete event simulation was written to explore the operation of synchronisation.



Within the model, each Node B contains a clock.  This can exhibit inaccuracies in all of three ways:



· A current time shift with respect to absolute time



· A rate error (frequency error) – This is intended to account for small unpredictable short to medium term effects



· A random error  whose variance grows with time



The timing and the rate of the clocks can be adjusted at any time.



A deployment of Node Bs is established according to an approximate hexagonal grid.  The radius of each hexagon is 1 km.  Each Node B is fixed at the centre of a hexagon with x & y offsets drawn separately from a zero mean Gaussian distribution with a standard deviation of 50 m. Thus the average range to a nearest neighbour Node B is 2 km. The topological size of this deployment is specified in terms of the number of rings (tiers) of Node Bs surrounding a central Node B.  The results are given for 5 tiers corresponding to 91 Node Bs.  The connectivity is established according to a COST 231 Hata model and the following parameters:-



Parameter


Value





Carrier Frequency


2.0 GHz





Node B Antenna Height


5 m





Antenna Gain (Elevation)


6 dB





Environment Type


Urban





City Size


Large





Transmit Power


3 W 





Noise Bandwidth


3.86 MHz





Processing Gain 


2400





Receiver Noise Figure plus Receiver Feeder Loss


8 dB





Lognormal Standard Deviation


8 dB





Minimum Acceptable Despread Mean S/N


20 dB





According to the connectivity, the RNC (on the basis of assumed soundings) establishes a re-use pattern for sync transmissions.  This is based on dividing the Node Bs into sets which have no common neighbours.  For the deployment simulated, 23 such sets were determined.  On this basis, every Node B makes a transmission once every 23 seconds. The number of such sets increases with transmit power.  In the limit, where every Node B could hear every other Node B, the number of sets would be equal to the total number of Node Bs.  All Node Bs in a set transmit sync bursts simultaneously. One second later, all Node Bs in the next set transmit simultaneously until all sets have transmitted, when the process then repeats from the first set.



Upon receipt of a sync burst, a Node B compares the timing of the burst to its own.   Full account is taken of the propagation delays.  All timing differences are reported back to the RNC. This accumulates the measurements into a matrix.



Periodically (every 10 seconds) the RNC computes the updates to bring the Node Bs into synchronisation.  The updates are then signalled to the relevant Node Bs.



When a Node B receives its update, it signals back to the RNC to confirm this so that the RNC can update its log of measurements accordingly.  This is critical because a two-way sounding is required (because of propagation delay) to obtain the time difference between any two Node Bs.  If a timing update takes place at one of the Node Bs after a sounding in one direction and before the sounding in the other, the difference will be inconsistent.  Even if this does not happen, the actual time difference will have changed and if this is not compensated for and not updated by measurements before use for the next timing update, erroneous updates will result.



As described so far, the system can correct the timing errors but can do nothing about the clock ratio errors.



However, the rate and size of updates provides a measure of the clock rate error allowing the clocks at the Node B to be adjusted to take out the mean ratio error.  This need not be done by adjusting the physical clock but could be achieved by inserting/deleting clock pulses at the required rate 



If such clock rate adjustments are made too early in the sync procedure, inappropriate values will be performed.  This is avoided by computing the adjustment and comparing it with the maximum specified error for the clock modules in use.  If the computed adjustment exceeds this maximum then no adjustment is performed at all.     As the system achieves tighter and tighter synchronisation, the computed adjustments will eventually fall within the maximum limits.  When an adjustment fall within these limits, a fraction of it is applied to the clock as a correction.



Since all Node Bs are static, the path between them should also be non fading.  However, moving reflectors in the path will still cause some occasional fading.  For this reason the earliest path was modelled as Rician with k factor of 6 dB 



Results are shown in Figure 1, below, for the following case  


Parameter


Value





Initial Timing Error


Uniform Random Distribution over ± 50 ms





Initial Clock Rate Error


Uniform Random Distribution over ± 0.050 ppm





Measurement Resolution


¼ chip





Clock Variance


10-17sec2/sec





Timing Measurement Window


768000 chips about correct position





Clock Update Coefficient


20% of Measurement
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Figure 1   Sync Settling Performance



The initial sync period (the first 40 seconds) removes the initial error. However, with the initial clock rate errors, the update rate is too slow to compensate for the drift. Over the next 300 seconds the clock rates are gradually brought together so that, in the steady state, the final error is significantly reduced. This, in turn, reduces the timing errors between users. The peak error is defined as the largest error anywhere in the deployment between any Node B and any of its neighbours at the specified time. The RMS Clock Rate difference is the rms difference between all clocks. For the above case the worst case error is always close to 0.1 µs. This would be acceptable for location services.



More frequent PRACH sync bursts would bring the system into sync proportionally more rapidly. Because the system adjusts the clock rates in addition to the clock errors, the steady state error will be small. The exact minimum update rate will depend on the time instability of the clocks. An attempt has been made to model this by incorporating the random element. Less frequent updating would increase the peak error. For the current value of randomness parameter, more frequent updating would not significantly improve performance. Detailed measurements on representative clocks would be needed to establish the true value.



For the propagation model used the signal to noise ratio obtained is adequate. If the SCH were used it would need to be transmitted at lower power and for a shorter period (lower processing gain). This would make the reliability of detection significantly poorer, requiring validation over multiple frame reception.
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Timing Errors



								RMS Error				RMS Clock Rate Difference				Peak Error								GHz frequency = 2.0;



				10				0.0284562				2.85E-08				0.0939178								double node_b_height = 5.0; // m



				20				0.0180661				2.85E-08				0.0805951								double antenna_gain = 6.0; // dB



				30				0.00813092				2.85E-08				0.0546245								cost_231_hata::env env_type = cost_231_hata::Urban;



				40				6.44E-07				2.85E-08				2.53E-06								cost_231_hata::correction corr = cost_231_hata::large;



				50				6.10E-07				2.67E-08				2.31E-06								double propagation_standard_deviation = 8.0;



				60				5.94E-07				2.49E-08				2.37E-06								double tx_power = 3.0; // W



				70				5.12E-07				2.29E-08				1.96E-06								MHz bandwidth = 3.86;



				80				5.29E-07				2.13E-08				2.16E-06								double chip_resolution = 0.25;



				90				4.27E-07				1.97E-08				1.66E-06								double processing_gain = 2400;



				100				4.19E-07				1.80E-08				1.94E-06								double noise_figure = 8.0;



				110				3.99E-07				1.63E-08				2.07E-06								double s_to_n_connectivity_threshold = 20.0; // dB



				120				3.49E-07				1.50E-08				1.63E-06								double s_to_n_measurement_threshold = 20.0; // linear



				130				3.28E-07				1.40E-08				1.68E-06								double cell_radius = 1000;



				140				2.99E-07				1.25E-08				1.45E-06								double position_standard_deviation = 50.0;// m



				150				2.79E-07				1.15E-08				1.54E-06								int no_of_tiers = 5;



				160				2.23E-07				1.02E-08				1.20E-06								ms max_timing_error = 50;



				170				2.26E-07				8.80E-09				1.49E-06								ppb max_clock_speed_error = 50;



				180				1.89E-07				7.61E-09				1.26E-06								double variance_per_second = 1e-17;



				190				1.60E-07				6.76E-09				1.22E-06								double update_times_interval = 10;



				200				1.56E-07				6.18E-09				1.27E-06								int window_length = 400000;



				210				1.33E-07				5.74E-09				1.13E-06								double k_factor = 6.0; // dB



				220				1.28E-07				5.35E-09				1.15E-06								double rate_adjustment_weight = 0.2;



				230				1.03E-07				5.08E-09				9.41E-07



				240				1.30E-07				4.68E-09				1.17E-06



				250				8.64E-08				3.15E-09				9.14E-07



				260				7.48E-08				2.43E-09				7.05E-07																												RMS Error



				270				6.11E-08				1.83E-09				5.97E-07



				280				3.62E-08				1.10E-09				3.23E-07



				290				3.50E-08				8.93E-10				3.68E-07



				300				2.13E-08				5.34E-10				1.24E-07



				310				2.25E-08				4.92E-10				1.36E-07



				320				1.89E-08				3.96E-10				8.36E-08



				330				1.95E-08				3.75E-10				9.88E-08



				340				1.63E-08				3.96E-10				8.72E-08



				350				1.59E-08				4.24E-10				6.89E-08



				360				1.73E-08				4.24E-10				8.36E-08



				370				1.70E-08				4.07E-10				7.94E-08



				380				1.72E-08				3.84E-10				8.49E-08



				390				1.49E-08				3.96E-10				6.26E-08



				400				1.52E-08				3.77E-10				6.36E-08



				410				1.57E-08				3.60E-10				6.44E-08



				420				1.63E-08				3.70E-10				6.86E-08



				430				1.70E-08				3.66E-10				7.45E-08



				440				1.58E-08				4.00E-10				5.86E-08



				450				1.63E-08				4.25E-10				7.08E-08



				460				1.60E-08				4.37E-10				7.71E-08



				470				1.74E-08				4.08E-10				8.12E-08



				480				1.70E-08				3.52E-10				6.71E-08



				490				1.63E-08				3.38E-10				7.04E-08



				500				1.51E-08				3.53E-10				6.44E-08



				510				1.81E-08				3.69E-10				8.62E-08



				520				1.61E-08				3.65E-10				7.54E-08



				530				1.59E-08				3.94E-10				6.95E-08



				540				1.89E-08				4.34E-10				9.13E-08



				550				1.83E-08				4.09E-10				7.80E-08



				560				1.82E-08				4.24E-10				8.05E-08



				570				1.63E-08				4.17E-10				6.41E-08



				580				1.74E-08				3.86E-10				8.60E-08



				590				1.82E-08				3.83E-10				8.18E-08



				600				1.61E-08				4.16E-10				6.79E-08



				610				1.51E-08				4.35E-10				7.24E-08



				620				1.61E-08				4.36E-10				6.41E-08



				630				1.71E-08				4.33E-10				7.33E-08



				640				1.44E-08				4.05E-10				6.66E-08



				650				1.72E-08				4.12E-10				6.61E-08



				660				1.66E-08				3.74E-10				6.60E-08



				670				1.58E-08				3.82E-10				5.39E-08



				680				1.66E-08				4.12E-10				7.46E-08



				690				1.76E-08				4.31E-10				6.36E-08



				700				2.04E-08				4.31E-10				7.37E-08



				710				1.96E-08				4.25E-10				7.46E-08



				720				1.74E-08				3.94E-10				6.96E-08



				730				1.66E-08				3.81E-10				7.78E-08



				740				1.67E-08				3.74E-10				6.79E-08



				750				1.72E-08				3.84E-10				6.61E-08



				760				1.85E-08				3.81E-10				1.01E-07



				770				1.99E-08				4.00E-10				8.02E-08



				780				1.71E-08				4.19E-10				7.83E-08



				790				1.79E-08				4.53E-10				7.16E-08



				800				1.59E-08				4.26E-10				6.89E-08



				810				1.66E-08				3.96E-10				7.86E-08



				820				1.72E-08				3.81E-10				8.17E-08



				830				1.63E-08				3.74E-10				8.62E-08



				840				1.79E-08				3.97E-10				7.29E-08



				850				1.85E-08				4.18E-10				7.50E-08



				860				1.82E-08				3.90E-10				8.24E-08



				870				1.50E-08				3.68E-10				6.35E-08



				880				1.49E-08				3.69E-10				7.19E-08



				890				1.63E-08				3.74E-10				6.89E-08



				900				1.87E-08				3.88E-10				8.20E-08



				910				2.06E-08				3.81E-10				1.05E-07



				920				1.59E-08				3.90E-10				7.24E-08



				930				1.68E-08				4.12E-10				7.92E-08



				940				1.66E-08				4.04E-10				5.70E-08



				950				1.67E-08				3.91E-10				7.58E-08



				960				1.69E-08				3.44E-10				6.96E-08



				970				1.95E-08				3.43E-10				7.90E-08



				980				1.81E-08				3.58E-10				8.55E-08



				990				1.73E-08				3.92E-10				6.64E-08
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1 Introduction



In order to minimise interference and optimise capacity in a TDD system, slot, frame, and multi-frame synchronisation of the transmissions from Node B’s is necessary.



Synchronisation may be achieved by use of the fixed network or specialised satellite receivers like GPS. Use of the GPS-like methods requires separate radio receivers to detect the time reference signals, which may not be economical for use in each radio port. Furthermore GPS signals may not be received at all base station sites. 



As an alternative, synchronisation can be achieved via the air-interface. Reference TSGR3#6(99)905 proposes a method for synchronisation that uses the already existing synchronisation signals on the physical synchronisation channel (PSCH). Therefore, this method doesn’t require any special air interface waveform defined in the physical layer, but does use new messages between the RNC and Node B only. In Liaison TSGR3#6(99)A43 WG3 has asked WG1 and WG4 on their opinion about the feasibility of this method.



To show also a different appropriate alternative and to start the discussion on this topic in WG1 this contribution proposes a synchronisation technique that uses a special synchronisation signal that is sent in selected PRACH time slots.



2 Synchronisation Using the PRACH Time Slot



2.1 Basic Mechanism



The proposed approach suggests the use of a synchronisation signal transmitted by a base station in the PRACH time slot. This will inevitably cause some additional interference at other base stations. The level of this interference and its effect on UL access capacity needs to be studied. Typically the synchronisation signal is transmitted in one PRACH time slot every second, which will then result in an acceptable 1% capacity loss. An illustration of the basic mechanism is shown in the diagram below.
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Figure 1 Node B Synchronisation Using the RACH Time Slot


In the illustration above the situation is depicted where BS1 transmits a synchronisation signal that is received in the PRACH time slots of BS2 and BS3. PRACH transmissions from UE’s affiliated to BS1 are prevented using broadcast signalling. 



Other configurations are possible: RACH transmissions in all Node B’s adjacent to BS1 could be disabled in order to avoid any interference in the reception of the synchronisation signal. The disadvantage of this is primarily the reduction in RACH capacity. Disabling RACH transmissions in neighbouring Node B’s when a synchronisation signal is being sent need not always be applied. It can be applied at some Node B’s where the synchronisation signal is received with insufficient strength and interference caused by RACH transmissions means that a poor timing estimate is obtained. Alternatively no mechanism for broadcast signalling of the availability of the PRACH time slot is performed and RACH transmissions from UE’s affiliated to BS1 are not prevented. This can lead to an increased delay for RACH transmissions where the Node B makes the synchronisation signal transmission. 



Surrounding Node B’s will be capable of receiving this transmission in their RACH time slot. The transmission from the Node B will be a special type of burst for the purpose of synchronisation. The structure of the burst, labelled synch burst is described later. Time of arrival measurements of the synch burst are made by all Node B’s depending upon each Node B applying some detection criterion to the reception of the synch burst. The time of arrival measurements can then be reported to the RNC or used by the Node B to calculate a timing correction. 



2.2 Broadcast Signalling



The availability of the PRACH time slot can be signalled in the BCH. If BCH transmissions occur every N frames, then a field can indicate which PRACH time slots are not available in the upcoming N frames. If the UE is in an idle mode and only occasionally listening to the CCPCH (which contains the BCH), then before making a RACH transmission, the UE must wait up to N frames to decode the BCH, and incur this additional delay.



A simpler, but less flexible signalling arrangement can be to fix which frame or frames in a superframe the synch burst is to be transmitted in and include this in a field in the BCH. The advantage of this approach is that the UE does not need to have read the previous BCH transmission prior to making a RACH transmission.



2.3 Synchronisation Burst



The synchronisation burst is an unmodulated transmission of a sequence of 2400 chips. It provides an additional 6.7dB processing gain over the midamble used in burst type 1 or the PSCH transmission, that could alternatively be used to measure timing when received by other base stations. Furthermore being the only transmission in that time slot it can be transmitted at higher power than say the CCPCH (normally the transmission with highest power), because other DPCH transmissions may be present in the time slot in which the CCPCH is transmitted. If the base station is dimensioned so that 8 codes in a time slot can reach the cell boundary, then it is possible for the synchronisation signal to be transmitted at least 9dB higher than any other signal. Consequently an additional path loss of at least 16dB can be tolerated by this transmission. The structure of the transmission is shown below in figure 2.
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Figure 2 Synchronisation Burst



The sequence could be constructed from 2 sequences one of length 16, the other of length 150 following the hierarchical approach used in the construction of the Primary and Secondary SCH codes. This may reduce the complexity of the correlator.



An extended guard period is necessary to allow for the additional propagation delay that this signal will experience. The normal guard period of 96 chips has been extended by 64 chips. This should more than compensate for the additional propagation delay experienced by this signal.



The synchronisation sequence should possess good auto-correlation properties over its entire length, but the time period equal to the channel impulse response length is the most critical. Good cross-correlation properties against the RACH burst should be sought. Ideally only one such sequence is required in the system (or one per RNC), and given the length of sequence it would probably be sufficient to set the upper limit on non time-aligned auto-correlation values to the Walsh lower bound (0.02 for this sequence length). Consequently a limited search should yield a sequence with adequate auto-correlation properties. Where one sequence per RNC is required then good cross-correlation properties between sequences are also desired.



The timing measurement obtained from the synchronisation burst enables the Node B to synchronise its transmissions to the 10ms frame structure. By ensuring that synchronisation bursts are only ever transmitted in the first RACH time slot of a super-frame, then synchronisation to the super-frame structure can be obtained. This does limit the minimum time interval between Node B synchronisation transmissions to 720ms, but this is not thought to be a significant limitation (assuming references with a 0.05ppm stability, then the timing drift is 0.14 chips per super-frame).



3 Hidden Node B’s



The problem of the hidden Node B’s where one or more Node B cannot receive transmissions from any surrounding Node B’s is common to all on-air synchronisation schemes. Although two Node B’s may not be able to receive each other, a UE within the cell of either Node B may be able to receive both Node B’s transmissions. As a consequence although Node B to Node B reception is not possible, synchronisation is still required. There are a number of possible solutions to the problem and these are listed below:



a) Hidden Node B’s should use an accurate common timing reference such as GPS. Timing corrections for all other Node B’s are made relative to this.



b) Remote synch burst transmitter/receiver that can be received by two or more Node B’s, the location of which is known. The remote synch burst transmitter/receiver has no connection to the fixed network and control messages are sent by Node B’s instructing it to transmit.



c) As differential timing is used to calculating the timing corrections, the actual path traversed by the timing signal is irrelevant provided it has the same time delay in both directions. Consequently where a Hidden Node B exists a dedicated link via the RNC to another Node B is made within the network, so that the path traversed by signals from each pair of Node B’s is the same.



d) Node B’s are equipped with directional antennas specifically to transmit/receive the synch burst.



e) A network planning requirement is that Node B’s must be able to receive a synch burst from at least one other Node B.



Each of the possible solutions to the problem has its drawback and none can unreservedly be recommended. Use of a GPS reference assumes that the hidden Node B can receive GPS signals, which may not be the case in dense urban environments. Having a remote synch burst transmitter/receiver deployed is also not desirable because a site has to be found for it, even though the amount of equipment may be minimal. Using the network connections to send timing signals along is possible, but variable queuing and processing delays could render the differential timing measurement useless. A dedicated network path for timing signals would have to be provided. Equipping Node B’s with directional antennas may overcome the problem in a number of cases, but not all cases. Imposing a network planning requirement that Node B’s must be able to receive a synch burst from another Node B may be too restrictive in some circumstances.



The solution is perhaps to design the Node B synchronisation scheme so that any one of the above techniques can be used to overcome the Hidden Node B problem. Under specific circumstances one of the five techniques outlined above will be more appropriate than others. 



4 Summary of the Proposed Scheme



In the previous sections many ways of operating a Node B synchronisation scheme using on-air transmission have been discussed. Below a summary of the simplest scheme that could be adopted is given.



Each Node B is assigned a frame within a super-frame in which the PRACH time slot will not be available and instead it transmits a synchronisation burst. The frame number in which the PRACH is unavailable is included in a field in the BCH information. Consequently on decoding the BCH a UE knows which PRACH time slot not to transmit in. The frame number is planned so that as many neighbour Node B’s as possible can receive this transmission, and that the planning extends beyond an RNC area. Also there is the possibility of collision, and this needs to be avoided. In practice determining which frame number the Node B uses for synch burst transmission will be part of the commissioning process.



The synchronisation burst comprises a single sequence of  2400 chips. The sequence is unique to an RNC. In every PRACH time slot the Node B attempts to receive the synchronisation burst for its own RNC and for at least one neighbouring RNC. If the presence of a synchronisation burst is detected the Node B sends a timing measurement to the RNC indicating the timing measurement, the frame and super-frame number in which it was detected and which sequence was received.



The timing correction can be calculated either by the RNC (based upon measurements collected from all Node B’s affiliated to it) or calculated directly by the Node B.



Compared with the method in TSGR3#6(99)905 (synchronisation via the synchronisation signals in PSCH), we see at least the following advantages:



· The processing gain of the PRACH synch burst is about 6.7 dB higher than that of the existing synchronisation sequences. Additionally, taking into account the higher transmit power a better reception quality/larger cell sizes can be achieved with the proposed scheme.



· No hearing pauses have to be introduced which means that no reshuffling or stopping of the SCH, CCPCH or traffic transmission is needed.
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Foreword



This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version x.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3
or greater indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the document.



1
Scope



This TR describes the solution recommended to enable the synchronisation of NodeBs in UTRA TDD beyond that included in Rel. 99. 



2
References



The following documents contain provisions which, through reference in this text, constitute provisions of the present document.



· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



· For a specific reference, subsequent revisions do not apply.



· For a non-specific reference, the latest version applies.



[<seq>]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".



[1]
 3G TS 25.123: "Example 1, using sequence field".



[2]
3G TR 29.456 (V3.1.0): "Example 2, using fixed text".



3
Definitions, symbols and abbreviations



3.1
Definitions



For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply.



Definition format



<defined term>: <definition>.



example: text used to clarify abstract rules by applying them literally.



3.2 Symbols



For the purposes of the present document, the following symbols apply:



Symbol format



<symbol>
<Explanation>



3.3
Abbreviations



For the purposes of the present document, the following abbreviations apply:



Abbreviation format



<ACRONYM>
<Explanation>



4
Background and Introduction



NodeB synchronisation for TDD is a release 2000 work item that was agreed in RAN#7 plenary meeting. This work item involves the introduction of functionality to enable nodeBs to be synchronized. 



This report identifies the required modifications within the UTRA layers 1/2/3. Emphasis must be put on the fact that it is tried to reuse existing functionality as much as possible for enabling the nodeB synchronisation for TDD. The methods described are in addition to the Rel. 99 feature of the synchronisation port described in TS 25.402.  



5 Motivation



Cell synchronisation is planned for UTRA TDD in order to fully exploit the system capacity. There are several factors, that have an impact on the system capacity. The most important ones are:



· Inter-slot interference: without frame synchronisation there could be leakage from an UL timeslot into a DL timeslot, especially crucial for the UE due to the potentially close distance between UEs and the near-far effect.



· neighbouring cell monitoring: In TDD mode, certain measurements have to be performed in certain parts of certain timeslots of neighbouring cells. Without cell synchronisation, the UE would have to synchronise itself before being able to perform the measurements. 



· Handover: The TDD mode may use timing advance in order to align receptions from all UEs at the cell’s receiver. After a handover, the UE has to start transmission in the new cell with a timing advance value as good as possible. With the assumption, that the TDD cells are synchronised to each other, the handover performance can be optimised.  



6  Accuracy Requirements



Several issues have been identified as of key importance in determining the accuracy requirements that the solution for synchronisation between cells should fulfill:



1) Impact of Time Error on Inter Slot Interference



2) Impact of Time Error on Timing Advance Adjustment for handover



3) Impact of Cell Timing Adjustments on UE receive and tracking performance



The detailed value for cell synchronisation accuracy in order to minimise the above impacts on the system performance is not defined yet, but could be in the area of (1...3 (s. 



In addition to the above requirement the chosen solution should provide the option, that the accuracy can be enhanced, e. g. via more frequent measurements.



7 General Concept of NodeB Synchronisation



7.1 General



The different solutions to achieve synchronisation in TDD can be grouped into two main classes:



· Synchronization of nodes Bs to an external reference via the synchronisation port standardized for Rel. 99



· Synchronization of cells or Node Bs via the air interface 



Each of these two methods has some advantages and some drawbacks, and also a solution might be adopted that combines both techniques and also proprietary means.



It is however probable that whichever solution belonging to the second class is adopted, some new functionality will be needed on Iub.



In every solution the RNC shall be the master of the synchronization process, since the measurements either performed by one cell on another one, or by the UE, shall be received by the RNC.  



This means that at least a procedure from the RNC to the node B is needed to adjust the node B timing.


7.2 Layer 1 concepts



There are currently two concepts for performing synchronisation over-the-air. The first is based on measurements of neighbouring cells’ SCH, the second is based on the transmission and measurements of a special burst on the RACH timeslot:



· SCH method: The principal feature is based on each Node B occasionally monitoring neighbouring cell’s Synchronisation Channel (SCH),  measuring the Time of Arrival (TOA), confirming the identity, and sending this information to the controlling RNC. 



· RACH method: This method is based on using infrequent transmissions of synchronisation bursts in the PRACH time slots.  Such soundings between neighbour cells facilitate timing offset measurements. The timing offset measurements are reported back to the RNC for processing to generate cell timing updates. 


WG1 Note: Details on these two methods can be found in R1-00-074 (RACH method) and R1-00-471 (SCH method), respectively.



7.3 Higher Layer concepts



In general, the RNC has overall control of the cell synchronisation procedure. The RNC sets up a scheduling plan. In the case of the RACH method it instructs each cell when to transmit a sync burst in its PRACH slot and when to perform measurements.



In the case of the SCH method the RNC instructs each cell when to perform measurements.



All measurement results are processed within the RNC and timing update commands are then sent to the individual cells or Node Bs.



It is currently assumed, that there is no communication between neighbouring RNC areas and that each RNC area has its own timing reference (UTC).



8 Impact on Interfaces



8.1
Uu Interface



8.1.1   SCH method



The impact of the SCH method on the Uu Interface is the measurement of neighbouring cells’ SCH code in downlink timeslots or in addition to other uplink data. It is highly desirable that the UE performance be unaffected by these losses, and that they not be required to be signalled.  However analysis must be done to determine this fact, and it may be necessary to provide such signalling.  The need, or non-need of this signalling is under study.



8.1.2 RACH method



The RACH method has an impact in the transmitting as well as in the receiving cell.



In the transmitting cell, a RACH timeslot is blocked during synchronisation burst transmission. In the receiving cell the Synchronisation Burst is interfered by PRACH bursts as well as it generates interference for these. It is highly desirable that the UE performance be unaffected by these losses, and that they not be required to be signalled.  However analysis must be done to determine this fact, and it may be necessary to provide such signalling.  The need, or non-need of this signalling is under study.



In addition to the blocking of timeslots, the Synchronisation Burst itself has to be defined.



8.2
Iub Interface



The messages between a NodeB and the RNC have to be standardised. 



In the uplink these are:



· Neighbouring cell measurements



In downlink these are:



· Timing adjustment commands



· Transmit (RACH method only) and receive schedule



8.3 Iur Interface



Each RNC area is synchronised individually to at least one reference UTC clock. This automatically ensures synchronisation between RNC areas. Therefore, no communication over Iur is necessary for cell synchronisation between RNC areas.



9
Impact on network elements



9.1
UE



The UE may be required to have the capability to take into account the blocking of timeslots in up- and/or downlink



9.2 Node B



The cells have to support the reception of the Synchronisation Burst and/or the SCH sequence as well as measure the reception time. In addition, for the RACH method the cells have to support the transmission of the Synchronisation Burst.



Furthermore, the cells have to provide means for adjusting their timing and optionally the clock rate on command. The changes in the NBAP protocol have to be supported.



9.3 RNC



The RNC has the control of the whole algorithm. It has to initialise, establish and maintain a connectivity plan. It has to collect measurements and compute adjustment commands as well as support the necessary NBAP signalling. The algorithms involved will be proprietary.



10
Performance Analysis



10.1 Simulations for the SCH method



To be supplied



10.2

Simulations for the RACH method 



To be supplied



11       Backward Compatibility 



 To be supplied



History



Document history





Date


Version


Comment





07.06.00


0.0.0


  First draft









































Editor for 3G TR xx.xxx is: Stefan Oestreich






Tel. : +49 89 722 21480
Fax :  +49 89 722 24450
Email :  stefan.oestreich@icn.siemens.de





This document is written in Microsoft Word 97 version.








_1024205471/R1-00-0471.zip


R1-00-0471.doc

TSG-RAN Working Group 1 Meeting #12
TSGR1#11(00)0471



Seoul, Korea 



April 10-13, 2000



Source: 
InterDigital Comm. Corp.



Title: 
Synchronization of TDD Cells



Document for:
Discussion



1 Introduction



This contribution proposes an approach for NodeB synchronization over the air using existing waveforms.  This technique is a tool, proposed to support the requirement and it does not preclude the use of other techniques as well.



For convenience, this contribution includes, as attachments, two WG3 documents, which were introduced in 1999.



2 Use of Synchronization Channel (SCH)



The principal feature is based on each Node B occasionally monitoring a designated neighboring Node’s Synchronization Channel (SCH),  measuring the Time of Arrival (TOA), confirming the identity, and sending this information to the Controlling RNC.  Then subtracting the known or derived propagation delay, the RNC process determines the difference in time of transmission.  This is used as an input to a tracking algorithm and, as needed, the RNC may then send a time correction to either one of the Nodes.



The basic tools are 



· A message from the RNC to the Node B to perform the measurement, specifiying which Node B to listen to.



· A message from a Node B to its controlling RNC providing the measured TOA.



· A message from the controlling RNC to a Node B telling it to correct its time base by a specified amount.



Note that the RNC tracking and Node B time base management process may be implemented in many different ways and should not be standardized.  Either one of the Nodes can be assigned to be the time reference, with the other one receiving the correction.  These roles are independent of which one transmitted and which one received.



This technique was originally introduced in TSG RAN WG3 #6 in August, 1999.  Two references are attached for convenience. TSGR3#6(99)905, Synchronization of TDD Cells,InterDigital Comm. Corp, and   TSGR3#6(99) 882, NBAP & RNSAP Procedure for TDD Synchronization(some additions/modifications to R3-99905), Italtel / Siemens.  Shortly after these contributions were made, work on this topic was suspended, based on common agreement that Node B Synchronization should be a topic for R2000.



3 Other Techniques for Node Synchronization



The proposed approach is most suited for scenarios where there is sufficient link margin between neighboring Node Bs.  It is most convenient to manage when Node Bs share the same controlling RNC, but with higher layer signalling this may not be a limitation.



Other techniques which can augment this proposal include:



· Hard wired connection to a precise time reference (the R99 solution)



· Increase the SCH power on occasions, to compensate for link limitations.



· Use UE measurements of Time Difference of Arrival between two cells.



The last technique is particularly well suited to pico cells, where, due to the very small cell radius, there is negligible error introduced by the unknown propagation delay.



4 Conclusion



We have introduced an approach to Node B Synchronization that requires no new Layer 1 formats.  It uses   several new messages between Node Bs and RNCs; these messages have already been introduced into WG3.



The performance of this approach will be documented in related contributions. 
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5 Introduction



TDD operation requires that base stations frames be in time synchronization with accuracy on the order of 1 microsecond. Reference, TSGR1#3(99) 165 identified an approach based on a new synchronization waveform, beacon transmission.  This contribution suggests an approach that does not require a special air interface waveform, but does use new messages between the RNC and Node B.



This document identifies two candidate approaches to perform this synchronization.  We may select either one, or a combination of the two.



6 Description of the candidates



6.1 Base stations synchronizes to absolute time



In this solution, there is no action required for the protocol standards.  However, the BS performance document must specify that the base station start frame transmission on absolute time intervals, correct to within a specified limit; e.g. 1 microsecond (exact value to be determined). 



6.2 Synchronization of Base Stations by the RNC



6.2.1 Basic Principle



In this solution, the RNC will occasionally tell the Node b cells to perform a simple cell search for a defined neighbor cell.  It derives the time offset of the received signal with respect to its own reference.  It sends a response to the RNC containing the measured Time offset (units: chips; signed number; could be negative).



In this concept, the RNC has all relevant information stored, including sync channel toffset of the primary sync code, downlink scrambling code for the synchronization channel, etc., and passes the information to the Node B for this procedure.



For pairs of cells; e.g. Base Station A and Base Station B, the RNC compares two corresponding time delays.  Assuming that the measurements have been obtained at nominally the same time, 



TAB = Time delay from A as seen by B



TBA= Time delay from B as seen by A



Then, defining 



deltaT = the time error to be estimated, 



R = the distance between the Base Stations



c = speed of light



We obtain



TAB = deltaT +R/c



TBA  =-deltaT +R/c



and



deltaT = (TAB-TBA)/2



Note that R is not needed for the actual calculation.  However, noting that TAB+TBA=2*R/c, this could be used to optimize processing.



6.2.2 Effect of non-simultaneous measurements 



Consider the effect induced because measurements are not necessarily taken at the same time.  If the two base stations under consideration have no drift rate relative to one another, then there is no error introduced by non-simultaneous measurements.



If there is a significant drift, then the RNC must use some form of tracking algorithms, for instance a simple one could be periodic re-synchronization using the basic principle outlined above.



6.2.3 Connectivity issues



It is possible that there is not complete connectivity; i.e. islands of cells, not connected via the air to one another. It is proposed that each group of cells within an island (could be entire network if full connectivity exists), would have at least one cell with an external accurate timing reference. In reference TSGR1#3(99) 165, Siemens identified GPS and GNSS as possible absolute timing references, these or any others can be used as long as the cell can be synchronized to an absolute time reference to within 1 microsecond.



7 Proposals



The proposal is to allow the use of a combination of both the absolute timing reference and the air synchronization method to achieve the desired synchronization while giving a maximum flexibility to a vendor for the Node B hardware implementation. Any RNC to RNC coordination is outside the scope of this document.



7.1 Replace section 9.7 of UTRAN Overall description 25.401 with the following text.



9.7 TDD Frame Synchronization



In the UTRA TDD mode, the cells within the UTRAN are synchronized with respect to Radio Frame. This  synchronization is achieved via a combination of absolute timing references such as GPS and/or GNSS, and simple adjustments commanded by the RNC’s which are made by cells reading the synchronization channel of neighboring cells.



For time alignment of the uplink radio signals from the UE to the UTRAN, timing advance can be applied whenever necessary. Timing advance is based on uplink burst timing measurements performed by the Node B L1, and on Timing Advance commands sent downlink to the UE. The details are FFS.



7.2 Add the following two procedures to the list of procedures in NBAP 25.433 (chapter 7 )



· Neighbor Cell Synchronization (TDD only)



· Cell Synchronization adjustment (TDD only)



7.3 Add the following two sections to chapter 8 of NBAP 25.433 (sections 8.1.10, and 8.1.11)



8.1.10
Neighbor Cell Synchronization



The purpose of Neighbor Cell Synchronization is to have the selected cell read the synchronization channel of another cell allowing the timing alignment necessary for TDD. 



The Neighbor Cell Synchronization Procedure requires three message types, a Neighbor Cell Synchronization request, a Neighbor Cell Synchronization response in the successful case when a neighbor cell is received and a chip offset is determined, and a Neighbor Cell Synchronization failure in the unsuccessful case. The CRNC initiates this based on its knowledge of the cell configuration and the cells necessary to align timing. The request contains the cell id that is making the request along with the pertinent neighbor cell information to allow it to read the synchronization channel. The Node B responses back with the offset from its internal timing and the timing read from the neighbor’s synch channel.
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NEIGHBOR CELL SYNCHRONIZATION REQUEST message contains:


· Transaction ID



· Cell Id



· Neighbor Cell information



NEIGHBOR CELL SYNCHRONIZATION RESPONSE message contains:


· Transaction ID



· Cell Id



· Frame discrepancy 



NEIGHBOR CELL SYNCHRONIZATION FAILURE message contains:


· Transaction ID



· Cell Id



· Failure reason



8.1.11
Cell Synchronization Adjustment 



The purpose of Cell Synchronization Adjustment is to allow the CRNC to adjust the timing of a cell for time alignment in TDD. The Cell Synchronization Adjustment Procedure requires three message types, a Cell Synchronization adjustment request, a Cell Synchronization response in the successful case, and a Cell Synchronization Failure in the unsuccessful case. The CRNC initiates this based on its knowledge of the cell configuration and the cells necessary to align timing. The request contains the cell id that is being aligned along with the pertinent adjustment. The Node B responses back with a response in the successful case or a failure in the unsuccessful case.
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CELL SYNCHRONIZATION ADJUSTMENT REQUEST message contains:


· Transaction ID



· Cell Id



· Chip Offset



CELL SYNCHRONIZATION ADJUSTMENT RESPONSE message contains:


· Transaction ID



· Cell Id



CELL SYNCHRONIZATION ADJUSTMENT FAILURE message contains:


· Transaction ID



· Cell Id



· Cause



7.4 Add the following sections to chapter 9.1 of NBAP 25.433 (sections 9.1.38 – 9.1.43)



9.1.38
NEIGHBOR CELL SYNCHRONIZATION REQUEST



This message is sent from CRNC to Node B in order to check the synchronization of neighbor cells in TDD.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Cell ID





M





Neighbor Cell information





M





DL Scrambling Code





M





Toffset





M





Sync Midamble





M





PSCH TS id - K





M





9.1.39
NEIGHBOR CELL SYNCHRONIZATION RESPONSE


This message is sent from Node B to CRNC as response to the Neighbor Cell Synchronization Request message and returns the chip offset of the neighbors synchronization channel.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Cell Id





M





Measured Chip Offset





M





9.1.40
NEIGHBOR CELL SYNCHRONIZATION FAILURE


This message is sent from Node B to CRNC as response to the Neighbor Cell Synchronization Request message when the Neighbor cell could not be read.
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Reference
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M





Cell Id





M





Failure Cause





M





9.1.41
CELL SYNCHRONIZATION ADJUSTMENT REQUEST



This message is sent from CRNC to Node B in order to set the clocking of a cell in TDD.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Cell ID





M





Chip Offset Adjustment 





M





9.1.42
CELL SYNCHRONIZATION ADJUSTMENT RESPONSE


This message is sent from Node B to CRNC as response to the Cell Synchronization Adjustment Request message and returns the chip offset of the neighbors synchronization channel.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Cell Id





M





9.1.43
CELL SYNCHRONIZATION ADJUSTMENT FAILURE


This message is sent from Node B to CRNC as response to the Cell Synchronization Adjustment Request message when the Neighbor cell could not be adjusted.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Truncation ID





M





Cell Id





M





Failure Cause





M





7.5 Add the following sections to chapter 9.2 of NBAP 25.433 (sections 9.2.39 – 9.2.43)



9.2.39
Toffset



The offset of the primary synchronization code for a neighboring cell



9.2.40
Sync Midamble



Midamble used of the TDD synchronization channel for a neighboring cell



9.2.41
PSCH TS id K



The timeslot in TDD that contains the Synchronization channel.



9.2.42
Measured Chip Offset



Value of the measured offset of neighbor cell during synchronization process.



9.2.43
Chip Offset adjustment



The chip adjustment to be made in a cell to facilitate cell synchronization
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8 Introduction



The different proposals to achieve synchronization in TDD can be grouped into two main classes:



· Synchronization of nodes B to an external reference via a standardized synchronization port;



· Synchronization of nodes B on the air interface, e.g. through nodes B cross measurements or assisted by UEs.



Each of them has some advantages and some drawbacks, and it can be foreseen that a combined solution will be adopted.



It is however probable that whichever solution belonging to the second class is adopted, some new functionality will be needed on Iub.



In every solution the RNC shall be the master of the synchronization process, since the measurements either performed by one cell on another one, or by the UE on one cell, shall be received by the RNC (in the second case these measurements can be delivered only at RRC level, i.e. it’s not reasonable to use a direct L1 signaling between the UE and the node B).



This means that at least a procedure from the RNC to the node B is needed to adjust the node B timing.



Other procedures are more solution dependent, since could not be needed in case of a UE assisted synchronization.



Some procedures have been introduced, for example, in R3-99905 (Interdigital).



This proposal is based on cross measurements of cell Physical Synchronization Channels (PSCHs) belonging to different nodes B, and requires a procedure from the RNC to the node B to request a measurement on a neighbor cell PSCH. 



Even if some L1 issues still need to be clarified, it is recognized that it is useful to introduce at this time not only NBAP but also RNSAP relevant procedures to include the case in which the Node B performing the cell search for a cell which does not belong to the same RNC.



Furthermore we ask to issue a Liaison Statement to RAN WG1 and RAN WG4 in order to get an opinion about the feasibility of the proposal contained in R3-99905.



Revisions of R3-99905



8.1.10
Neighbor Cell Measurement


The purpose of Neighbor Cell Measurement is to have the selected cell (Measuring Cell) read the synchronization channel of another cell (Measured Cell) allowing the timing alignment necessary for TDD. 



The Neighbor Cell Measurement Procedure requires three message types, a Neighbor Cell Measurement Request, a Neighbor Cell Measurement Response in the successful case when a neighbor cell is received and a chip offset is determined, and a Neighbor Cell Measurement Failure in the unsuccessful case. The CRNC initiates this based on its knowledge of the cell configuration and the cells necessary to align timing. The request contains the Measuring Cell Id that is making the request along with the pertinent Measured Cell information to allow it to read the synchronization channel. The Node B responses back with the offset from its internal timing and the timing read from the neighbor’s synch channel.


In case the Measured Cell IE is missing, the Node B measures its relative frame timing in respect to the best cell it can detect (the ID of the detected cell is given in the Cell Measurement Response).
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NEIGHBOR CELL MEASUREMENT REQUEST message contains:


· Transaction ID



· Measuring Cell Id



· Measured Cell information



NEIGHBOR CELL MEASUREMENT RESPONSE message contains:


· Transaction ID



· Measured Cell Id



· Measured Chip Offset


NEIGHBOR CELL MEASUREMENT FAILURE message contains:


· Transaction ID



· Measured Cell Id



· Failure reason



8.1.11
Synchronization Adjustment 



The purpose of Synchronization Adjustment is to allow the CRNC to adjust the timing of a Slave Node Bfor time alignment in TDD. The Synchronization Adjustment Procedure requires three message types, a Synchronization Adjustment request, a Synchronization Response in the successful case, and a Synchronization Failure in the unsuccessful case. The CRNC initiates this based on its knowledge of the cell configuration and the cells necessary to align timing. The request contains the Chip Offset Adjustment and the Master Cell ID, i.e. the ID of the cell that the Node B continue to monitor (when this IE is not present, then the Node B does not continue to monitor its Master Cell). The Node B responses back with a response in the successful case or a failure in the unsuccessful case.
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CELL SYNCHRONIZATION ADJUSTMENT REQUEST message contains:


· Transaction ID



· Master  Cell Id



· Chip Offset Adjustment


CELL SYNCHRONIZATION ADJUSTMENT RESPONSE message contains:


· Transaction ID



· 


CELL SYNCHRONIZATION ADJUSTMENT FAILURE message contains:


· Transaction ID



· 


· Cause



8.1 Add the following sections to chapter 9.1 of NBAP 25.433 (sections 9.1.38 – 9.1.43)



9.1.38
NEIGHBOR CELL MEASUREMENT REQUEST



This message is sent from CRNC to Node B in order to check the synchronization of neighbor cells in TDD.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Measuring Cell ID





M





Measured Cell information





O





      Measured Cell ID





O





DL Scrambling Code





O





Toffset





M





Sync Midamble





O





PSCH TS id - K





O





9.1.39
NEIGHBOR CELL MEASUREMENT RESPONSE


This message is sent from Measuring Node B to CRNC as response to the Neighbor Cell Synchronization Request message and returns the chip offset of the neighbors synchronization channel.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Measured Cell Id





O
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9.1.40
NEIGHBOR CELL MEASUREMENT FAILURE


This message is sent from Measuring Node B to CRNC as response to the Neighbor Cell Synchronization Request message when the Neighbor cell could not be read.



Information Element


Reference


Type





Message Discriminator





M
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M





Transaction ID





M





Measured Cell Id





O





Failure Cause





M





9.1.41
SYNCHRONIZATION ADJUSTMENT REQUEST



This message is sent from CRNC to Slave Node B in order to set the clocking of a cell in TDD.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





Master Cell ID





O





Chip Offset Adjustment 





M





9.1.42
SYNCHRONIZATION ADJUSTMENT RESPONSE


This message is sent from Slave Node B to CRNC as response to the Cell Synchronization Adjustment Request message.


Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M

















9.1.43
SYNCHRONIZATION ADJUSTMENT FAILURE


This message is sent from Slave Node B to CRNC as response to the Cell Synchronization Adjustment Request message when the Slave Node B could not be adjusted.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M

















Failure Cause





M





Further additions to TS 25.433



SYNCHRONIZATION RECOVERY


This recovery procedure is used in case the locked slave Node B looses its Master Cell or the Master Cell becomes unreliable. When the CRNC is notified that the synchronization of the Node B to the master cell has been lost, it can decide whether to stop the Node B transmission (in this case the SYNCHRONISATION RESTART REQUEST is issued) or to proceed with different recovery actions.
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NODE B OUT OF SYNC INDICATION message contains:


· Transaction ID



SYNCHRONIZATION RESTART REQUEST message contains:


· Transaction ID



NODE B OUT OF SYNC INDICATION


This message is sent from the slave Node B to the CRNC when the Master Cell is lost or becomes unreliable.



Information Element


Reference


Type





Message Discriminator





M





Message Type





M





Transaction ID





M





SYNCHRONIZATION RESTART REQUEST


This message is sent by the CRNC to the slave Node B in case the CRNC decides to stop Node B transmission and to restart the search for a Master Cell.
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M
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Additions to TS 25.423



8.2 Add the following sections to chapter 8 of RNSAP 25.423



Neighbor Cell Measurement



The purpose of Neighbor Cell Measurement is to have the selected cell belonging to CRNC-2 (Measuring Cell) read the synchronization channel a cell belonging to CRNC-1 (Measured Cell). This allows the cross measurements of two cells belonging to different RNCs. 



The Neighbor Cell Measurement Procedure requires three message types, a Neighbor Cell Measurement Request, a Neighbor Cell Measurement Response in the successful case when a neighbor cell is received and a chip offset is determined, and a Neighbor Cell Measurement Failure in the unsuccessful case. CRNC-1 initiates this based on its knowledge of the cell configuration and the cells necessary to align timing. The request contains the Measuring Cell Id along with the pertinent Measured Cell information to allow it to read the synchronization channel. CRNC-2 responses back with the offset from its internal timing and the timing read from the neighbor’s synch channel.
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NEIGHBOR CELL MEASUREMENT FAILURE message contains:


· Transaction ID



· Measured Cell Id



· Failure reason



8.3 Add the following sections to chapter 9.1 of RNSAP 25.423



NEIGHBOR CELL MEASUREMENT REQUEST



This message is sent from CRNC-1 to CRNC-2 in order to check the synchronization of one of its cells.
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NEIGHBOR CELL MEASUREMENT RESPONSE


This message is sent from CRNC-2 to CRNC-1 as response to the Neighbor Cell Measurement Request message and returns the chip offset respect to the Measured Cell synchronization channel.
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NEIGHBOR CELL MEASUREMENT FAILURE


This message is sent from CRNC-2 to CRNC-1 as response to the Neighbor Cell Measurement Request message when the Measured cell could not be read.
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