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1. Objectives

Radio spectrum is the rarest and the most expensive resource in the UTRAN. Contribution  shows that it is possible to optimise Iub/Iur bandwidth utilisation without degrading radio spectrum utilisation, since stringent delay objectives on Iur/Iub are not needed for interactive or background class traffic.

This contribution is intended to show that considering two objective delays, a “stringent” delay and a “tolerant” delay over the Iur/Iub, with priority at ATM layer results from an important gain in bandwidth.

This gain is particularly important over Iub where the physical links to the Nodes B are mainly E1.

It is proposed to detail the traffic assumptions of section 6.3 of the Delay Budget Technical Report [6].

2. Traffic types

In that paper, only downlink is considered.

In the user plane, we consider two types of traffic on Iur/Iub:

· “Stringent” Real-Time traffic

· “Tolerant” Real-Time traffic

“Stringent” Real-Time traffic corresponds to e.g. Conversational class, where the MAC PDU delay between MAC-d entity and reception at Node B, is of the order of magnitude  of 5 to10 ms.

“Tolerant” Real-Time traffic corresponds to Interactive and Background classes where the MAC PDU delay between MAC-d entity and Node B Transmission Time on the Air, is of the order of magnitude  of 50 to100 ms.

Streaming class traffic may correspond to either Stringent RT or Tolerant RT, depending on implementation.

Both are considered as Real-Time, because they have delay objectives. But the delay objectives are different.

3. Channel characteristics

We should take into account separately DCHs where the MAC layer is in the SRNC, and Common Channels where MAC-d (scheduling of streams for one user) is in the SRNC and MAC-c (scheduling between users) is in CRNC.

Common Channel characteristics

The main characteristics related to our study for Common Channels (FACH, DSCH, …) are:

· Some scheduling can be done in the MAC-d, in the Serving RNC, between several streams of one user. Scheduling between users is done in the MAC-c/sh, at Controlling RNC.

· There is some flow control between MAC-c and each MAC-d.

It is easy for the Controlling RNC to schedule traffic on the Iub, because all traffic coming from the various users is going through MAC-c, and the output rate to the CCH is well known and rather constant. MAC-c can make scheduling of users traffic according to their relative “traffic priority”.

DCH characteristics

The two main characteristics related to our study for DCHs are:

· The MAC-d is in the Serving RNC, and there is no “intermediate MAC” in the DRNC,

· Macrodiversity applies (there may be several branches from the SRNC).

It is further assumed that

· DCH can carry either “Stringent” Real-Time traffic (e.g. speech), or “Tolerant” Real-Time traffic.

The first characteristic implies there is no possibility in a DRNC to reschedule MAC-PDUs. For each frame, the CFN (defining the exact time at which the Node B will send the frame on the air) is set by the Serving RNC. There is no possibility at the DRNC to “delay” some frames according to their CFN in favour of more stringent frames (First, CFN can obviously not be changed by the DRNC; second, Time alignment procedure operates between SRNC and Node B).

The second characteristic means that the load of the branches where a frame of given CFN can be different. 

4. Where to perform scheduling in the Downlink

The purpose of this section is to demonstrate the need of additional scheduling below MAC, by first assuming that scheduling is performed only in MAC.

Scheduling in MAC only

This section makes the assumption that, for Downlink, scheduling is achieved in MAC-d and in MAC-c only, i.e. there is no priority at transport layer (ATM and/or AAL2).

DCHs

If we assume that DCHs carry either Stringent or Tolerant RT traffic, the MAC layer can at best schedule among all users to each Iur/Iub interface according to the kind of traffic. If there is no additional scheduling below MAC layer, there is only one QOS at Transport Layer. Therefore, the Transport Layer has a delay budget which must be compatible with the most stringent requirements. Once a MAC-PDU has been  delivered to the Transport layer (AAL2/ATM), it must be received by the Node B within e.g. 5ms, whatever the kind of traffic (Stringent or Tolerant). 

The main issue is the following:

A MAC-PDU of Tolerant RT traffic may take time to be transmitted on a low rate Iub. 

According to TS 25.427 v3.2.0 [4], a MAC-PDU for a DCH always corresponds to the Transport Block Set, i.e what is transmitted during an Interleaving period (TTI). 

This is stated in TS 25.427 v3.2.0 [4] section 6.2.1: “The transport blocks of all the coordinated DCHs for one transmission time interval are included in one frame.”
For example, if on the air a user has an interactive session at 384 kbps peak rate (which is not the maximum), while taking into account an Interleaving of 80 ms on the radio, the MAC-PDU is as high as 3840 octets long.

On a E1 2 Mbps link, it corresponds to 3840 x 8 / 2048 = 15 ms.

It is clear that it is not acceptable since Stringent traffic should be transferred in less than e.g. 5 ms on Iur/Iub.
· The MAC-PDU size is the main issue for carrying Stringent Traffic.

Common Channels

If we assume that there is no Stringent RT traffic, the scheduling being done at the MAC-c layer according to the “traffic priority” (up to 16 levels), only “Tolerant” traffic is to be carried on the Iub. Therefore, there is no need for an additional scheduling at AAL2 or ATM.

If we assume Common Channels can carry both Stringent RT and Tolerant RT traffic, the main problem comes from the MAC-PDU size (see DCH section).

Solutions

The unique way to solve this problem is:

1. To segment the MAC-PDUs into blocks small enough to meet the e.g. 5 ms requirement on the Iur/Iub,

2. To perform priority scheduling between these blocks.

Doing this means:

1. Segmentation could be done at any transport level below MAC, e.g. at ATM and/or AAL2 layers in R99 (or in IP stack in R2000 IP option).

2. Differentiating “Stringent” RT traffic from “Tolerant” RT traffic at Transport Layer.

First conclusion: It is not possible to consider that the User Traffic Delay requirements on Iub does not depend on the Traffic Class (Conversational, Streaming, Interactive, Background).

Second conclusion: Scheduling at MAC layer is not sufficient.

Third conclusion: The smaller are the segments, the better is the efficiency (We don’t understand results of Nortel simulations (October 99, e-mail reflector) which show better results when scheduling is done at ATM layer than at AAL2 layer). However, Alcatel simulations shown that scheduling at ATM layer is acceptable enough.

These conclusions have already been explained in:

· tdoc R3-99c59, Alcatel

· tdoc R3-99e19, Alcatel

5. Worst case and simulations

The problem being the size of the MAC-PDU, the worst case is not 100% or 90% Stringent RT traffic. When only Stringent RT traffic with low rate (such as speech) is taken into account, there is no “long” MAC-PDUs, and therefore, no major problem. The problems occur when there are long MAC-PDUs which are Tolerant RT traffic, mixed with Stringent RT traffic. It is a mix of Stringent RT and Tolerant RT traffic that is more balanced. The results can only be given by simulations.

In order to be realistic, simulations should take into account at least:

1. The load on the physical link. It is quite obvious than the delay will be different on two links if the first link is loaded at 20% and the second at 80%. 

2. The quantile of the delay distribution: the max. delay should be defined for e.g. 10-5 quantile (It means than only 10-5  of the frames will exceed the delay objective). 

3. The Model of the different sources. This model is difficult to define for data since the WEB browsing session model in ETSI TR 101 112 v3.2.0 corresponds to the traffic on the Iu, which is a bit different from Iur/Iub. Anyway, the results should at least give an order of magnitude and a good relative comparison between different scheduling techniques (e.g. between AAL2 scheduling and ATM scheduling).

4. Simulations should be done on a lot of events/samples: Alcatel simulations were based on 109 events for a 10-5. quantile.

The simulations should be done:

1. For different mixes of traffic (Stringent RT/ Tolerant RT),

2. For different link loads.

Alcatel results are recalled hereafter:

Assumptions:

1. Physical Link rate = 2.048 Mbps

2. Speech rate = 12.2 kbps, mean SDU size = 33 octets, Radio TTI = 20 ms, No Silences

3. Data peak rate = 144 kbps, mean SDU size = 625 octets, Pareto distribution with cut-off alpha parameter = 1.1, Radio TTI = 80 ms. (Pareto distribution parameters can be discussed depending on the ratio of small acknowledgements and on data bursts).

4. Scheduling mechanism: Priority Queuing (A frame in the high priority queue is served first).

5. The number of sources vary according to the global load and the ratio Speech/Data.

[image: image1.wmf]0

0.2

0.4

0.6

0.8

1

0

12

24

36

48

60

No Qos handling

Qos handled at AAL2 layer 

One VCC per QoS

Max delay of RT AAL2 connections

ATM Load

Max Delay (ms)

5

0.6

0

0.2

0.4

0.6

0.8

1

0

16

32

48

64

80

No Qos handling

Qos handled at AAL2 layer 

One VCC per QoS

Max delay of NRT AAL2 connections

ATM Load

Max Delay (ms)

50

0.8


Figure 1: Max. delay at 10-5 quantile for Stringent RT and Tolerant RT traffic (25% speech, 75% data)
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Figure 2: Max. delay at 10-5 quantile for Stringent RT and Tolerant RT traffic (50% speech, 50% data)
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Figure 3: Max. delay at 10-5 quantile for Stringent RT and Tolerant RT traffic (75% speech, 25% data)

We can see that the Max. Delay (10-5 quantile) for Stringent RT traffic increases when the speech ratio decreases. That can be qualitatively explained as follows: when there are mainly Tolerant RT traffic, a Stringent RT frame is more likely to wait the end of Tolerant RT frame transmission (which can be long).

Even if the model for the sources are not exactly the best one (e.g. no silence periods), we can have following conclusions:

First conclusion: Simulations confirm the explanations of section 3.4: no scheduling (QOS handling) at Transport Layer is not acceptable.

Second conclusion: Even if 25% Stringent RT / 75% Tolerant data RT is not the worst case, the curves show that it is closer to it than 100% Tolerant RT, because the problem occurs only when there is a traffic mix.

Third conclusion: The link load is a very important parameter. For example, with 25% Speech and 75% Data, and ATM scheduling, 5 ms max. delay for Stringent traffic is met under Link Load = 60%.

6. Proposal

It is proposed to base Delay Budget assumptions on:

1. ATM priority scheduling 

2. Stringent RT delay objectives for MAC-d PDUs between SRNC and reception at Node B 
3. Tolerant RT delay objectives for MAC-d PDUs between SRNC and reception at Node B 
4. Delay objectives based on e.g. 10-4 quantile (Since this is strongly coupled to a loss rate, 10-3 is not sufficient, and 10-5  requires a long simulation time).
5. 25% speech + 75% data: to be defined by operators on the smaller estimation for speech ratio.

6. Link Load = is an operator choice and depends from the Admission Control. A “good” value in ATM is 0.6 to 0.9.

7. Exact source traffic description to be defined for RT services and for NRT services (Even if Delay Budget TR is intended to give recommendations on RT services only in the short term, NRT services are used in the simulation).
8. 10% additional NBAP/RNSAP/ALCAP signalling (which can be considered as Stringent Delay Traffic).
9. Node B O&M considered as Best Effort traffic, therefore not influencing other traffic.

Therefore, it is proposed to modify the text in section 6.3 of Delay Budget TR v1.0.0 [6] as follows:

6.3
Traffic Assumptions

The following assumptions have been considered to characterise the traffic under analysis
:

· Network load:
80%
· ATM Maximum Peak Cell Rate:
4528.30 cells/s, i.e. gross ATM data rate of 1920 kbit/s and net ATM data rate of 1738.87 kbit/s.
· Stringent delay traffic ratio 1):
75% (to be defined by operators)

· Tolerant delay traffic ratio:
25% (to be defined by operators)
· Tolerant traffic delay:
100ms
· 10% additional NBAP/RNSAP/ALCAP signalling (which can be considered as Stringent Delay Traffic).

· Real Time traffic model:
Pseudo periodic

· Real Time Activity:
100%
· Priority handling:
At ATM level (Stringent traffic and Tolerant traffic)
· Radio Frame boundaries uniformly distributed on Uu according to TS 25.402

· All simulation results evaluated at 10-4 quantile.

1) RT traffic expressed as a fraction of the overall ATM traffic.
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� see TSGR3#8(99)e91, Study Item (ARC/3) “Overall Delay Budget within the Access Stratum”, Siemens-Italtel
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