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1. Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]The Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN was agreed in RP-240323 in RAN#103 and RAN3 in Release 19 SI will further investigate the new AI/ML based use cases and identify the enhancement to support the existing AI/ML functionality in NG-RAN.
This paper discusses split architecture use-cases and procedures based on Release 18 principles and agreements. In R18, RAN3 focused first on non-split architecture use cases and procedures, and split RAN architecture use-cases were not pursued. In R19, these leftover aspects are covered. In this paper, we present our views on Energy Savings and UE performance feedback in the context of split architecture-based use cases. 
2. Discussion
The discussion and proposals in this paper are organized in terms of the different use-cases to which split architecture leftovers are applicable.
2.1 Energy Saving
RAN3 in Release 18 defined the Data Collection Reporting mechanism (composed of a class 1 Data Collection Reporting Initiation procedure and a class 2 Data Collection Reporting procedure) for non-split architecture to facilitate exchange of information required for the Release 18 use cases. 
Energy Cost (EC) was defined as the node level measured Energy Consumption index, where a value of 0 indicates the minimum measured Energy Consumption and 10000 indicates the maximum measured Energy Consumption. This value may be exchanged with a neighbor gNB upon receiving a Data Collection Reporting Initiation with the appropriate bit set to true. However, in the context of split architecture, the energy consumption of the gNB is distributed across the different logical entities such as the gNB-CU-CP, gNB-CU-UP, and the gNB-DU.
The below RAN3 #121 agreement was reached in Release 18, although further discussions in this matter were suspended to future releases. 
Work on the measured EC transmission from gNB-DU to gNB-CU over F1 in R18. Whether reusing the current F1AP procedures or defining new procedures needs to be further discussed.
Observation 1: RAN3’s common understanding is that the node-level EC shall be computed at the gNB-CU in split architecture.
The subsequent discussion in this regard is actually two fold. The first part is to confirm the need for reporting of EC from either the gNB-DU or the gNB-CU-UP to the gNB-CU-CP and the second is the procedure over which such reporting shall be performed. Herein, we describe our views and argumentation in this matter.
First we tackle the issue of the need for exchanging EC from the gNB-DU and/or the gNB-CU-UP to the gNB-CU-CP and how relevant this information is in the broader context. A significant portion of the energy consumed at a gNB in split architecture is expected to be at the different gNB-DUs, as it is the logical entity that hosts the baseband and radios. The energy consumed on a gNB-CU-UP, on the other hand, is expected to be negligible if compared to that of the gNB-DU. A complication worth considering in the generation of an EC associated to the gNB-CU-UP is that the gNB-CU-UP  may be realized on a virtual/cloud environment hosting multiple instances of gNB-CU-Ups and either together with or indpendent of the gNB-CU-CP. In such cases, accurately determining the EC associated with a single instance of a gNB-CU-UP function may not be feasible. There is also precedence in NR specs when it comes to determining the energy consumption in split architecture, shown by the extract below from TS 28.310, where it is considered reasonable to compute the gNB’s energy consumption as just the energy consumption of the gNB-DU. 
When gNBCU/gNBCU-CP/gNBCU-UP energy consumption is assumed to be very small compared to gNBDU and given that, in some cases, the gNBCU/gNBCU-CP/gNBCU-UP may be virtualized, the present document only considers the energy consumed in gNBDU(s) (in case of split scenarios) and in non-split gNBs (see clause 4.2.1 of 3GPP TS 28.541 [11] and clause 6.1.1 of 3GPP TS 38.401 [12]). There might be a need for some correction in KPI between the different deployment scenarios.
Based on the above, we have the following proposals:
Proposal 1: There is no need to signal EC from gNB-CU-UP to the gNB-CU-CP.
Proposal 2: RAN3 to only discuss signalling of EC from gNB-DU to gNB-CU-CP.

The second aspect of the above constitutes the actual stage 3 impact on RAN interfaces between the gNB-DU and the gNB-CU-CP, i.e., the procedure over which the signalling shall be performed over the F1 interface. 
The exchange of the Energy Cost (EC) between gNBs (over Xn interface) is to be performed over a procedure dedicated for collection and exchange of AI/ML related information, called Data Collection Reporting procedure. This procedure is envisioned to exchange/fetch both measured and predicted information between NG RAN nodes, where either of the nodes may be providing inference, input, or predicted data to the other node simultaneously. 
On the other hand, on the F1-C interface, it has been agreed that the inference functions will only be hosted at the gNB-CU-CP, and therefore the gNB-DU only reports measured values (either used for training or inference) to the AI/ML functions at the gNB CU-CP. 
Observation 2:  In the context of exchanging EC, Xn and F1 interface have a different characteristic, i.e., there is no need to add a new procedure over the F1 interface to accomplish exchange of EC from the gNB-DU to the gNB-CU.

Proposal 3: The required extensions to F1-C to facilitate the exchange of the EC from the gNB-DU to the gNB-CU-CP can be achieved by extending legacy procedures.

In the context of F1 AP, the Resource Status Reporting procedure is used by a gNB-CU to request the reporting of resource measurements from the gNB-DU. Energy Cost may also be considered a metric reflecting resources on the gNB-DU and therefore extending this procedure to include the measured EC metric would be a far simpler solution than defining an entirely new procedure to exchange AI/ML related information. As explained previously, the gNB-CU aggregates the information from the gNB-DUs to derive the node level EC and for use in AI/ML and potentially other use cases. 

Proposal 4: Extend the F1: Resource Status Reporting procedure to include the Energy Cost metric.

The existing Resource Status Reporting procedure allows for reporting of metrics both at a cell level and at a gNB-DU level. For the EC metric, this measurement shall be performed at the gNB-DU level as computing the EC per cell level on a gNB-DU has been ruled out in Release 18.

Proposal 5: The Energy Cost is computed at the gNB-DU level.

2.2 UE performance
2.2.1 Delay
UE performance consists of the downlink and uplink throughput, downlink and uplink packet delay, and packet loss. For a gNB-CU-CP performing load balancing, energy saving, or other UE- or network-level optimization, these metrics may serve as vital feedback to evaluate its decisions. Furthermore, with AI/ML-assisted actions, such metrics not only serve as feedback, but also as input data to training and validation functions in the gNB-CU-CP or in the OAM.
TS 28.552 and TS 38.314 define the different quantities that together contribute to the overall delay observed by a packet in the RAN. In the uplink direction, the overall delay is composed of:
· D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1 of TS 38.314).
· D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2 of TS 38.314).
· D2.2 (average RLC packet delay, as defined in 4.2.1.2.3 of TS 38.314).
· D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 clause 5.1.3.3.2).
· D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4 of TS 38.314).
The RAN’s components of downlink delay are:
· D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552, Clause 5.1.1.1.1.
· D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552, Clause 5.1.3.3.3.
· D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552, Clause 5.1.3.3.2.
· D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552, Clause 5.1.3.3.1.

The NR User Plane specifications (TS 38.425) defines a mechanism for a node hosting the PDCP entity (gNB-CU-UP) to request from the entity offering services to the PDCP function (gNB-DU) assistance information on the provided functionality. This information may be used for management and optimization procedures and may even be reported to entities further up in the delivery chain, e.g., the UPF. 
According to TS 38.425 clause 5.5.2.3, the defined assistance information includes UL delay DU results and DL delay DU results as information elements. These fields indicate either the DL or the UL delay measured at the corresponding node in milliseconds for the concerned DRB over Uu interface. The node hosting PDCP entity shall, if supported, use this information to calculate the total DL or UL delay for the concerned DRB. The UL delay DU result and the DL delay DU result contain all the RAN components of the UL and the DL except for the UL PDCP packet average delay, which is computed at the UE. 
Observation 3: The information contained in the Assistance Information Data is a summation of all but one of the delay components (the UL PDCP packet average delay) for UE performance in the UL and the DL
The UL PDCP packet average delay computed at the UE, which is the one metric that is not available as part of the Assistance Information Data received at the CU-UP, is signaled by the UE to the gNB-CU-CP over RRC as part of measurement results defined in TS 38.331. Therefore, no specific extensions are required for this delay component to be available at the gNB-CU-CP.
With regards to the different delay components, from the view of requirements on a performance feedback mechanism used by an AI/ML algorithm, it may not be important to know the individual delay components of the different protocol layers as the AI/ML algorithm has no mechanism to influence decisions according to the individual delay components. It is rather sufficient if the function has the means to evaluate its actions using only an overall delay experienced by the UE/DRB in UL/DL after a handover.
Proposal 6: Enhance the E1 interface to transfer the UL and DL DU delay results to the gNB-CU-CP.

2.2.2 Throughput
The performance metrics defined in TS 28.552 defines throughput as the measured data rate of a DRB excluding the periods where there was no data transmitted on the DRB. The CU-UP, as the node hosting the PDCP entity, has visibility into the data flow over the DRBs corresponding to a UE and can compute the Average UE throughput in DL and the Average UE throughput in the UL. 
Proposal 7: Enhance the E1 interface to transfer information about Average UE throughput in UL and DL from the gNB-CU-UP to the gNB-CU-CP.
2.2.3 Packet loss
In Rel18 it was agreed to include Packet Loss as a parameter for UE performance feedback. It needs to be pointed out that UE performance feedback is meant to provide to the source RAN information about the service level performance with which a UE is served. The latter is useful to evaluate how good or bad mobility actions inferred by the AI/ML model have been. However, we observe that the Packet Loss parameter introduced in Rel18 may not represent the information originally desired and that it is challenging to collect it in a way that is meaningful and that cover all cases.
TS 28.552 defines measurement of DL Drop rate in gNB-CU-UP as the fraction of DL user plane packets that are dropped in relation to the total number of packets that entered the queue in the corresponding DRB over a period of time. The above measurement may be performed either at the PDCP level or at the RLC level to derive the packet loss rate at different levels in the protocol stack. In the context of UE performance reporting for packet losses, a value derived at a higher protocol layer, i.e., the measurements on the PDCP level packet loss rate, is considered more relevant as it better reflects the performance at service-level. Indeed, the packet loss at e.g. MAC level does not necessarily carry information about the quality of the service because a dropped MAC PDU may end up being successfully retransmitted with no negative effects on the service.
It is also understood that, for a DRB delivered over RLC Unacknowledged mode, computing a packet loss metric as defined above is not possible. This is due to the fact that the PDCP entity does not keep track of packets that were acknowledged in RLC AM, but only keeps track of packets submitted to lower layers for transmission. For RLC unacknowledged mode packet loss rate may be computed at lower layers, i.e., at the RLC entity in the gNB-DU. However, as explained above, service level performance may not always be derived from packet loss at RLC layer.
Moreover, packet loss ate at RLC layer is not available in UL. To make this measurement available, a change at UE level would be needed, implying that the measurement would not be available for legacy UEs.
The table below summarises the drawbacks of Packet Loss rate collection at different protocol levels:
	
	Advantages
	Disadvantages

	Packet Loss Rate Calculation at PDCP
	It represents better service level performance as it reflects IP packet drop rate
	It cannot be calculated for RLC UM

	Packet Loss Rate Calculation at RLC
	It could be derived for RLC UM (from H-ARQ retransmissions result) 
	It is not available for UL unless UE changes for UL measurement reporting are introduced



As it can be seen from the above, measuring Packet Loss does not allow to cover all cases, e.g. see UL measurements or RLC UM bearers measurements.
Observation 4: Computing packet loss rate may not always be possible.
Furthermore, there are some important distinctions to note when discussing the relationship between packet loss measurement at a lower layer and the service or application-level performance. 
Firstly, compared to other performance metrics, such as throughput and delay, the packet loss rate measured in the RAN is not necessarily reflected by the packet loss rate experienced at a higher layer. Namely, a loss of ‘n’ PDCP or RLC packets does not translate to the service or application experiencing ‘n’ higher layer packet drops. This is because, a number of packets at the lower layer may be retransmitted/recovered in time for delivery to the higher layer. Delay and throughput, on the other hand, are metrics directly linked to service performance at the higher layers, i.e., if the RAN has a minimum latency of 100ms or a max throughput of 100Mbit/s over a period of time, the service/application will not observe delivery of packets with a smaller delay or higher throughput over the period. Based on the above, it may be argued that while delay and throughput are absolute measures of service level performance, packet loss is not.
Furthermore, it may be argued that compared to throughput and delays, packet loss is a much more volatile metric. 
In most situations, the choice of a modulation scheme is made in relation to a target BLER, and as a consequence a certain base packet loss rate is the consequence of a design choice of the BLER target. BLER targets are implementation specific and may change in relation to, e.g. the current SNR, the overall amount of resources available, the scheduling policy of a RAN node. Therefore, changes in the packet loss rate may not give information of whether the target cell is a good mobility target or not. The mobility target cell may be a perfectly good cell, but due to implementation choices the target RAN node may decide to e.g. apply an aggressive modulation and coding scheme to the UE and end up in higher packet loss rates, while the performance at the application layer is still good. 
On the other hand, making packet loss rate available at the target gNB-CU is challenging. It requires changes over the split RAN interfaces. Hence the question is whether such impact to the standard is worthed, given that the Packet Loss metric does not cover all use cases and it may not represent performance at service level. ON the basis of that, we propose the following: 
Proposal 8: RAN3 to agree that packet loss is not a suitable candidate metric for AI/ML UE performance feedback in split architecture use cases.
Based on the above discussion, it is easy to deduce that packet loss rate may not be a good choice as a UE performance feedback metric even for a gNB in non-split architecture. Even if a new UL packet loss UL measurement was introduced in Rel19 (with associated UE impacts), such measurement would not be applicable to legacy UEs. On the other hand, lack of applicability of PDCP level packet loss to RLC UM transmission mode mean that such feedback may only be obtained for a fraction of the UEs. 
Additionally, we reflect on the fact that release 18 discussions on packet loss and the inclusion of this IE in the UE performance feedback was largely derived from the QoS settings for packet loss rate. The specified range for the packet loss rate is an integer between 0 to 1000 with steps of 0.1%. In realistic scenarios, as specified for NR QoS parameters, the expected packet loss/error rate that the network is expected to offer to services is at most on the order of 10-2. Therefore, the Average Packet Loss DL IE, in its current standardised form, would not even be able to represent the measured packet loss rate in the most typical case (as the value range of the IE is too coarse). 
On the basis of this, we conclude that fixing the shortfalls to enable measurements of the packet loss rate in all use cases implies big impacts to the standard and in the end it does not deliver information that are crucial to understand whether a mobility target is good or bad. We therefore propose the following:
Proposal 9: RAN 3 to agree on a correction to release 18 UE performance feedback, where the Average Packet Loss DL IE is not used and it is ignored.
2.2.4 Procedure
In light of what discussed in this paper it is easy to understand that UE performance metrics in the split architecture case shall be signaled from the gNB-CU-UP to the gNB-CU-CP. Indeed, the only metric signalled from gNB-DU to gNB-CU-CP is the measured EC.
In the non-split architecture use-case, the request for UE performance metrics is implicitly carried over a handover request and it is indicated by the presence of a DataCollectionID in the handover request. The node collecting the UE performance transmits the collected information to the requesting node over the corresponding Data Collection Reporting procedure identified by the DataCollectionID. The configuration for the UE performance reporting is determined by the UE Performance Feedback Collection Configuration IE present in the Data Collection Request. 
In the split architecture however, the UE performance metrics must be retrieved from the gNB-CU-UP of the target node, which does not receive the HANDOVER REQUEST from the source gNB. Furthermore, the DATA COLLECTION REPORTING procedure, which is used to signal back the collected UE performance, is not defined for the E1 interface. 
Hence, to facilitate exchange of the UE Performance Feedback Collection Configuration and UE performance feedback reporting the following extensions are required:
Proposal 10: Extend the E1 AP specification with the DATA COLLECTION REPORTING procedure. 
Proposal 11: At this stage, the proposed E1 AP DATA COLLECTION REPORTING procedure shall only consider aspects regarding UE performance feedback between gNB-CU-UP and the gNB-CU-CP.
Proposal 12: Extend the E1 AP Bearer Context Setup Request message to include the UE Performance Collection Configuration and the DataCollectionID. 
The E1 AP Bearer Context Setup procedure is performed once per DRB that is setup at a target node. By taking advantage of a procedure that runs per DRB a finer granularity of feedback can be obtained, provided that the gNB-CU-UP also signals the collected UE performance at a per DRB level to the gNB-CU-CP. Collecting UE performance per DRB also has the advantage that one or more DRBs for which a measurement was received can be mapped to a unique PDU session, which in turn may be mapped to a S-NSSAI (slice ID). 
Proposal 13: RAN3 to discuss and agree to obtaining UE performance feedback at DRB-level granularity. 
Proposal 14: RAN3 to discuss extending solution for UE performance reporting in non-split architecture to a per DRB-level granularity.
Based on the above, UE performance feedback in split architecture will operate as the following description: 
1. A target gNB-CU-CP that receives a HANDOVER REQUEST with an implicit indication to collect UE performance for the corresponding handover, 
2. Target gNB-CU-CP signals the UE Performance Feedback Collection Configuration to the gNB-CU-UP over an IE in the E1 AP BEARER CONTEXT SETUP REQUEST message as part of the Bearer Context Setup procedure. This procedure will be triggered at the start of every new bearer establishment. The same BEARER CONTEXT SETUP REQUEST message also contains a DataCollectionID IE corresponding to an already configured E1 AP Data Collection Reporting Procedure between the gNB-CU-UP and the gNB-CU-CP. 
3. The gNB-CU-UP receiving the above request may collect the specified UE performance depending on the measurement and exit criteria and report the metrics back to the gNB-CU-UP in the next transmission instance of a DATA COLLECTION UPDATE message after the UE performance collection has terminated. The above measurement and reporting is performed per DRB configured for the UE
The figure below represents the full flow chart.
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Step 1: Two neighbour gNBs have already been configured with a XN AP: Data Collection Reporting procedure between them, which also has a corresponding configuration for the UE performance collection configuration.
Step 2: gNB-CU-CP2 and gNB CU-UP2 also have a configured E1 AP: Data Collection Reporting procedure between them with a corresponding UE performance collection configuration.
Step 3a: gNB1 determines to handover one or more UEs to gNB2. This may be based on any AI/ML algorithm connected to use cases such as mobility optimization, load balancing, or energy savings.
Step 3b: gNB handovers UEs to the neighbour node. In the handover request message, the Data Collection ID corresponding to the Data Collection Reporting procedure (Step 1) is provided to the target gNB.
Step 4a: The UE connects to gNB2. 
Step 4b: As part or continuation of the UE connecting to gNB2, DRBs are setup for the UE through the E1 AP: Bearer Context Setup Request message. This message also includes the ID of the E1 AP: Data Collection Reporting procedure over which the UE performance feedback shall be sent.
Step 5: Data delivered to the UE and legacy UP metrics (e.g. RAN level delay) are collected and reported
Step 6a: The exit criteria as specified in the UE performance collection configuration is fulfilled. This could be based on a timer, a handover, or other criteria.
Step 6b: The gNB-CU-UP reports the collected UE performance on the E1 AP: Data Collection reporting procedure.
Step 7: Upon receiving the collected UE Performance, the gNB-CU-CP2 transmits the same information to the neighbour gNB-CU-CP1.

[bookmark: _Toc423020296][bookmark: _Toc423019950][bookmark: _Toc423020279]3. Conclusion
Based on the discussion in this paper, we make the following proposals:
Proposal 1: There is no need to signal EC from gNB-CU-UP to the gNB-CU-CP.
Proposal 2: RAN3 to only discuss signalling of EC from gNB-DU to gNB-CU-CP.
Proposal 3: The required extensions to F1-C to facilitate the exchange of the EC from the gNB-DU to the gNB-CU-CP can be achieved by extending legacy procedures.
Proposal 4: Extend the F1: Resource Status Reporting procedure to include the Energy Cost metric.
Proposal 5: The Energy Cost is computed at the gNB-DU level.
Proposal 6: Enhance the E1 interface to transfer the UL and DL DU delay results to the gNB-CU-CP.
Proposal 7: Enhance the E1 interface to transfer information about Average UE throughput in UL and DL from the gNB-CU-UP to the gNB-CU-CP.
Proposal 8: RAN3 to agree that packet loss is not a suitable candidate metric for AI/ML UE performance feedback in split architecture use cases.
Proposal 9: RAN 3 to agree on a correction to release 18 UE performance feedback, where the Average Packet Loss DL IE is not used and it is ignored.
Proposal 10: Extend the E1 AP specification with the DATA COLLECTION REPORTING procedure. 
Proposal 11: At this stage, the proposed E1 AP DATA COLLECTION REPORTING procedure shall only consider aspects regarding UE performance feedback between gNB-CU-UP and the gNB-CU-CP.
Proposal 12: Extend the E1 AP Bearer Context Setup Request message to include the UE Performance Collection Configuration and the DataCollectionID. 
Proposal 13: RAN3 to discuss and agree to obtaining UE performance feedback at DRB-level granularity. 
Proposal 14: RAN3 to discuss extending solution for UE performance reporting in non-split architecture to a per DRB-level granularity.
A TP mirroring the proposal above is available for agreement in R3-243463
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