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1	Introduction
In the last meeting, the following agreements were achieved for the architecture design of Rel-19 WAB [1]:
The study focuses on the use of WAB-MT´s PDU session via NR Uu as backhaul of WAB gNB. Other options for the backhaul (including non-3GPP radio technology) are not precluded but not a part of the study.
It is agreed that the study is focused on NR-Uu backhaul
The WAB-MT may connect to a public PLMN or an SNPN.
The WAB-gNB may connect to a public PLMN or an SNPN.
A WAB-gNB cannot serve WAB MTs.
The WAB-MT supports at least a subset of UE functionalities.
The NR-Uu backhaul link does not include the IP layer. The IP layer is included in the NG-U and NC-C. Amend Figure X.Y.3 by correcting the dashed vertical lines.
The scope of the study is limited to PDU Session Backhauling. Other options are not precluded but not treated in this study.
For Figure X.Y removing the white box and making the IP bold line to terminate at the WAB box.


In this paper, we further analyse the Xn issues, access control, and QoS support in the WAB scenario.
2	Discussion
2.1	Xn interface of WAB-gNB
Since the WAB node has full functionality gNB on-board, establishing Xn interface between the WAB-gNB and the neighbour cell’s serving gNB is beneficial for suppport of UE handover. Normally, it is possible that the UE will perform handover between a WAB-gNB and a fixed gNB, considering that the user may get on or off the vehicle. However, it is not very common that the UE should be handed over from one WAB-gNB to another WAB-gNB directly, considering that the user needs to get off one vehicle first and the UE can be handed over to a fixed gNB then handed over to another WAB-gNB after the user boarding another vehicle. In addition, considering the mobility of the WAB node, one Xn interface will be maintained only for a short while if established between two WAB-gNBs, and this will cause big burden for the Xn interface update. It is proposed:
Proposal 1-1: Support Xn interface between WAB-gNB and neighbouring fixed gNB.
Proposal 1-2: No need to support Xn interface between two WAB-gNBs.
It was agreed in the last meeting that the PDU session backhauling is considered for WAB-gNB. The PDU session based solution is workable for the Xn-U/C transmission. But that will cause roundabout route, which brings high latency and weakens the benefit for establishing the Xn interface. For example, if the WAB-gNB establish Xn interface towards the gNB serving the WAB-MT, the Xn messages needs to be forwarded to the UPF of WAB-MT via the serving gNB and then back to the serving gNB as shown in Fig 1, although the WAB node connects to the serving gNB directly. 
 


Fig 1. WAB-gNB Xn over PDU session
Therefore, we think it will be beneficial if WAB-gNB’s Xn-U/C traffic can be transferred via the gNB serving WAB-MT directly. The protocol stack is given by Fig 2. We see from the protocol stack that the gNB serving WAB-MT acts as an IP router. The Xn traffic will not be forwarded to the N3 tunnel of the gNB serving the WAB-MT, but directly routed to the neighbour gNB based on IP address. Specially, if the Xn is between the WAB-gNB and the gNB serving the WAB-MT, the IP layer of the gNB serving the WAB-MT directly forwards the packet to the upper layer.


        
Fig 2. Protocol stack of the Xn transported via the gNB serving WAB-MT
It is proposed:
Proposal 1-3: WAB-gNB’s Xn-U/C traffic can be transferred over the WAB-MT’s PDU session.
Proposal 1-4: As another candidate solution, the WAB-gNB’s Xn-U/C traffic can be transferred via the gNB serving WAB-MT directly.
2.2	Access control
It was agreed that “A WAB-gNB cannot serve WAB MTs.” The WAB-MT should be able to acquire whether a cell is allowed for the WAB-MT to access. A straightforward solution is to use the idea in IAB. The gNB which is capable for the WAB-MT accessing indicates a WAB-support IE in SIB1, and the WAB-gNB does not broadcast such indicator since a WAB-gNB cannot serve any WAB-MTs. The WAB-MT only accesses the cell broadcasting the WAB-support indicator. 
We also observe that SA2 is considering dedicated slice ID(s) for the WAB. If that would be finally agreed, someone may propose to reuse the NSAG ID broadcasted in SIB1 for indicating whether the cell supports WAB-MT accessing. However, according to TS 38.331 [2], the NSAG ID is included in the FeatureCombination IE in SIB1, which is used for the slice based RACH and is presented optionally. It is not reliable for indicating the WAB-support information by the dedicated slice, even though the dedicated slice would be agreed.
It is observed and proposed:
Observation: NSAG ID is optional in SIB1 broadcasting, and for slice based on RACH.
Proposal 2-1: The gNB supporting the WAB-MT accessing indicates WAB-support in SIB1, while the WAB-gNB does not broadcast such indicator. 
Proposal 2-2: The WAB-MT only accesses the cell which broadcast the WAB-support indicator.
2.3	QoS support
2.3.1	QoS parameter determination
1) PDB determination for WAB-MT’s QoS flow
For a WAB-node, the WAB-MT establishes one or more PDU sessions to provide the backhaul transmission for UE’s traffic, and one or more DRBs are established between the WAB-MT and the serving gNB. Traditionally, the gNB establishes DRB for the served UE according to the UE’s required QoS parametes sent from the core network. In the WAB scenario, it is important for the WAB-MT’s core network indicates a proper QoS parameter of the WAB-MT’s QoS flow to the gNB serving the WAB-MT, for satisfying the E2E QoS parameters of the UE. 
Taking the PDB as an example, as described in Fig. 3, the gNB serving the WAB-MT should be indicated a proper PDB of MT’s QoS flow, i.e., PDB 1 + PDB 2, for satisfying the UE’s E2E PDB, i.e., PDB 0 + PDB 1 + PDB 2 + PDB 3. To make that possible, the MT’s CN should know the CN PDB requirement between the WAB-gNB and the UE’s UPF, i.e., PDB 1 + PDB 2 + PDB 3. 
MT’s CN may derive PDB3 based on measurement of N6 latency, then, it is easy to get the proper PDB for MT’s QoS flow, with the knowledge of CN PDB between the WAB-gNB and the UE’s UPF. 
[image: C:\Users\z00631415\AppData\Roaming\eSpace_Desktop\UserData\z00631415\imagefiles\CB620CBA-07F1-45E7-993F-C86B38E733F8.png]
Fig 3. PDB split model in WAB
It is proposed: 
Proposal 3-1:	To determine a proper PDB of WAB-MT’s QoS flow satisfying the UE’s E2E PDB, the WAB-MT’s CN should know the CN PDB requirement between the WAB-gNB and the UE’s UPF.
2) QoS parameter setting for UE’s traffic  
In general, the UE’s QoS flow/DRB can be set up according to legacy procedures. Specially, NTN backhaul is considered between the WAB-MT and the gNB serving the WAB-MT, as expected in the WID. According to TS 23.501 [3] the UE’s 5QI is set to a fixed value (5QI=10) as long as the UE is served by NTN, with the PDB directly set to a really large value (1100ms). 

Fig 4. Special QoS parameters for NTN UE in TS 23.501
Therefore, if the WAB-MT adopts NTN backhaul, the UE’s CN should know that and may also configure the NTN related fixed QoS parameters to the WAB-gNB. Otherwise, the UE’s CN may still determine other 5QI for the UE’s QoS which requires less PDB but cannot supported by the network indvolving WAB-gNB using NTN backhaul. 
Proposal 3-2:	If the backhaul is NTN link, the UE’s CN should know the BH link type is NTN for seting proper QoS parameter of UE’s traffic. 

2.3.2	QoS mapping 
[image: C:\Users\z00631415\AppData\Roaming\eSpace_Desktop\UserData\z00631415\imagefiles\2B897618-6ADC-43EB-AD1E-7AD7EC3C0B5A.png]
Fig 5. QoS mapping model for WAB-node
For the DL, there is no special issue for the gNB serving the WAB-MT and WAB-gNB finding the proper DRB, since the gNBs directly see the QoS flows for the WAB-MT and the UE, respectively. The WAB-MT’s UPF can also map the UE’s traffic to the MT’s proper QoS flow based on the current PDR (Packet Detection Rule) mechanism, since the DL UE traffic received by the MT’s UPF is just seen as the MT’s normal data.
Proposal 3-3:	In DL, the WAB-MT’s UPF maps the traffic to WAB-MT’s QoS Flows based on the configured DL PDRs, same as legacy.   
For the UL, it is worth discussing how the WAB-MT can select a proper DRB in its wireless backhaul link for the uplink UE traffic. The candidate solutions for the WAB-MT to map the uplink UE traffic to the established DRB are listed as follows:
· [bookmark: _Hlk162339014]Sol#1: Based on the QoS parameters mapping
Accoring to TS 23.502 [4], the AMF can send the PDU SESSION RESOURCE SETUP REQUEST message to the NG-RAN node when the PDU session requested by the UE is established successfully. The PDU SESSION RESOURCE SETUP REQUEST message includes the QoS parameters (e.g. 5QI) and a NAS-PDU containing the N1 SM message, i.e. PDU Session Establishment Accept massage. This N1 SM message sent to the UE transparently may comprise the QoS parameters as well. It is obvious that the UE and the NG-RAN node can both obtain the QoS parameters.
From above, the WAB-gNB acting as a NG-RAN node can know the QoS parameters for each QoS flow of the access link while the WAB-MT acting as a UE can know the QoS parameters for the QoS flow at the backhaul link. As a result, the WAB-node can map the uplink UE traffic to the WAB-MT’s QoS flow satisfying the service quality based on these two QoS parameters, and then the WAB-MT can map its QoS flow to the UL DRB at the backhaul link using existing functionality provided by the SDAP layer.
· Sol#2: Based on 5QI to DSCP mapping
Similar to the LTE relay, the WAB-gNB can be configured with the 5QI to DSCP mapping table. For the uplink UE traffic, the WAB-gNB can mark a related DSCP for the IP header of the NG-U protocol based on this mapping table. Then the WAB-MT can use its UL TFT configured by the serving gNB to filter the marked DSCP and map the IP packets to the UL QoS flow associated with the PDU session backhaul, and then the WAB-MT can map its QoS flow to the UL DRB at the backhaul link using existing functionality provided by the SDAP layer. 
· Sol#3: Based on the network slice mapping 
In the 5G system, a DRB shall associate with a network slice. Thus, the WAB-node can map UE’s DRB to the WAB-MT’s DRB considering the associated slice of the two DRBs. For example, if the WAB-node receives UE’s UL traffic from UE’s DRB1, and this DRB1 is associated with slice#1 in the access link, the WAB-node can map the UE’s DRB1 to the WAB-MT’s DRB 2 which is associated with slice#2 between the WAB-MT and the serving gNB as long as the slice#2 can meet the service requirement of slice#1.
Hence, it is proposed that, 
Proposal 3-4: RAN3 to discuss the candidate solutions on UL QoS mapping for the WAB-node:
- Sol#1: Based on the QoS parameters mapping
- Sol#2: Based on 5QI to DSCP mapping
- Sol#3: Based on the network slice mapping

3	Conclusion
In this contribution we discuss the Xn issues, access control, and QoS support in the WAB scenario.
Xn issue
Proposal 1-1: Support Xn interface between WAB-gNB and neighbouring fixed gNB.
Proposal 1-2: No need to support Xn interface between two WAB-gNBs.
Proposal 1-3: WAB-gNB’s Xn-U/C traffic can be transferred over the WAB-MT’s PDU session.
Proposal 1-4: As another candidate solution, the WAB-gNB’s Xn-U/C traffic can be transferred via the gNB serving WAB-MT directly.
Access control issue
Observation: NSAG ID is optional in SIB1 broadcasting, and for slice based on RACH.
Proposal 2-1: The gNB supporting the WAB-MT accessing indicates WAB-support in SIB1, while the WAB-gNB does not broadcast such indicator. 
Proposal 2-2: The WAB-MT only accesses the cell which broadcast the WAB-support indicator.
QoS support issue
Proposal 3-1:	To determine a proper PDB of WAB-MT’s QoS flow satisfying the UE’s E2E PDB, the WAB-MT’s CN should know the CN PDB requirement between the WAB-gNB and the UE’s UPF.
Proposal 3-2:	If the backhaul is NTN link, the UE’s CN should know the BH link type is NTN for seting proper QoS parameter of UE’s traffic. 
Proposal 3-3:	In DL, the WAB-MT’s UPF maps the traffic to WAB-MT’s QoS Flows based on the configured DL PDRs, same as legacy.   
Proposal 3-4: RAN3 to discuss the candidate solutions on UL QoS mapping for the WAB-node:
- Sol#1: Based on the QoS parameters mapping
- Sol#2: Based on 5QI to DSCP mapping
- Sol#3: Based on the network slice mapping
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Start of Change
4.2	WAB Architecture
Editor Note: Architecture and protocol stack to support a gNB with MT function providing PDU session backhaul.


        
Figure 4.2-x Protocol stack of the Xn transported via the gNB serving WAB-MT
Figure 4.2-x shows an example of WAB architecture for 5GS when the WAB-gNB’s Xn traffic is transported via the gNB serving WAB-MT directly.

Next Change
4.3	Operational aspects
Editor Note: 
- Impact of WAB mobility within an existing RAN (e.g., inter-gNB neighbour relations).
- Inter-gNB- and gNB-to-CN signalling to address the support of WAB.
4.3.X1	Access control for WAB-MT
To help the WAB-MT access the proper cell which supports the WAB operation, the gNB supports the WAB-MT accessing indicates WAB-support in SIB1, and the WAB-MT only accesses the cell which broadcasts the WAB-support indicator. 
To meet the requirement “A WAB-gNB cannot serve WAB-MT(s)”, the WAB-gNB does not broadcast such WAB-support indicator. 
4.3.X2	QoS support
4.3.X2.Y1	QoS parameter determination
In the WAB scenario, it is important for the WAB-MT’s core network indicates a proper QoS parameter of the WAB-MT’s QoS flow to the gNB serving the WAB-MT, for satisfying the E2E QoS parameters of the UE. As shown in Figure 4. 3.X2.Y1-1, to determine a proper PDB of WAB-MT’s QoS flow satisfying the UE’s E2E PDB, the WAB-MT’s CN should know the CN PDB requirement between the WAB-gNB and the UE’s UPF.
[image: C:\Users\z00631415\AppData\Roaming\eSpace_Desktop\UserData\z00631415\imagefiles\CB620CBA-07F1-45E7-993F-C86B38E733F8.png]
Figure 4. 3.X2.Y1-1: PDB split model in case UE is served by WAB-node
If WAB-MT use NTN link as backhaul, the UE’s CN should know that and may also configure the suitable QoS parameters which can be achieved by NTN network for UE’s traffic to the WAB-gNB. Otherwise, the UE’s CN may still determine other 5QI for the UE’s QoS which requires less PDB but cannot supported by the network indvolving WAB-gNB using NTN backhaul. 
4.3.X2.Y2	QoS mapping
In DL, the WAB-MT’s UPF maps the traffic to WAB-MT’s QoS Flows based on the configured DL PDRs, same as legacy.
In uplink, WAB-MT can select a proper DRB in its wireless backhaul link for the uplink UE traffic. The candidate solutions for the WAB-MT to map the uplink UE traffic to the established DRB are listed as follows:
· Sol#1: Based on the QoS parameters mapping
Accoring to TS 23.502[X], the AMF can send the PDU SESSION RESOURCE SETUP REQUEST message to the NG-RAN node when the PDU session requested by the UE is established successfully. The PDU SESSION RESOURCE SETUP REQUEST message includes the QoS parameters (e.g. 5QI) and a NAS-PDU containing the N1 SM message, i.e. PDU Session Establishment Accept massage. This N1 SM message sent to the UE transparently may comprise the QoS parameters as well. It is obvious that the UE and the NG-RAN node can both obtain the QoS parameters.
Then, the WAB-gNB can know the QoS parameters for each QoS flow of the access link while the WAB-MT acting as a UE can know the QoS parameters for the QoS flow at the backhaul link. As a result, the WAB-node can map the uplink UE traffic to the WAB-MT’s QoS flow satisfying the service quality based on these two QoS parameters, and then the WAB-MT can map its QoS flow to the UL DRB at the backhaul link using existing functionality provided by the SDAP layer.
· Sol#2: Based on 5QI to DSCP mapping
Similar to the LTE relay, the WAB-gNB can be configured with the 5QI to DSCP mapping table. For the uplink UE traffic, the WAB-gNB can mark a related DSCP for the IP header of the NG-U protocol based on this mapping table. Then the WAB-MT can use its UL TFT configured by the serving gNB to filter the marked DSCP and map the IP packets to the UL QoS flow associated with the PDU session backhaul, and then the WAB-MT can map its QoS flow to the UL DRB at the backhaul link using existing functionality provided by the SDAP layer. 
· Sol#3: Based on the network slice mapping 
In the 5G system, a DRB shall associate with a network slice. Thus, the WAB-node can map UE’s DRB to the WAB-MT’s DRB considering the associated slice of the two DRBs. For example, if the WAB-node receives UE’s UL traffic from UE’s DRB1, and this DRB1 is associated with slice#1 in the access link, the WAB-node can map the UE’s DRB1 to the WAB-MT’s DRB 2 which is associated with slice#2 between the WAB-MT and the serving gNB as long as the slice#2 can meet the service requirement of slice#1.
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