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1. Introduction
[bookmark: _Hlk153358806]In the 3GPP TSG RAN Meeting #103, the work plan for Non-Terrestrial Networks (NTN) for NR Phase 3 has been approved in RP-240775. One of the objectives is support of regenerative payload [RAN3, RAN2, RAN4]:
· Specify the support of gNB on board in TS 38.300
· Specify, if needed, any necessary enhancements related to the intra and inter-gNB mobility, especially for Xn interface over feeder link or over ISL. [RAN3]
· Note: if any additional necessary stage-3 specifications impact for e.g. NGAP is identified, RAN3 will handle it.

2	Discussion
2.1 stage2 support for regenerative payload
In current TS 38.300, it has been cleared defined in NTN overall architecture that:
The NTN payload transparently forwards the radio protocol received from the UE (via the service link) to the NTN Gateway (via the feeder link) and vice-versa. The following connectivity is supported by the NTN payload:
-	An NTN gateway may serve multiple NTN payloads;
-	An NTN payload may be served by multiple NTN gateways.
Observation 1: Only the NTN transparent payload mode is clearly supported in TS 38.300 now.
And in TR38.821, two types of typical scenario of a non-terrestrial network providing access to user equipment is depicted below:
1. [bookmark: _Toc26620913][bookmark: _Toc30079725]Transparent satellite based NG-RAN architecture


Figure 5.1-1: Networking-RAN architecture with transparent satellite
2. Regenerative satellite based NG-RAN architectures
The satellite payload implements regeneration of the signals received from Earth.
●	NR-Uu radio interface on the service link between the UE and the satellite
●	Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite.
SRI (Satellite Radio Interface) is a transport link between NTN GW and satellite.


Figure 5.2.1-1: Regenerative satellite without ISL, gNB processed payload
NOTE:	The satellite may embark additional traffic routing functions that are out of RAN scope.
The satellite payload also provides Inter-Satellite Links (ISL) between satellites
ISL (Inter-Satellite Links) is a transport link between satellites. ISL may be a radio interface or an optical interface that may be 3GPP or non 3GPP defined but this is out of the study item scope.
The NTN GW is a Transport Network Layer node, and supports all necessary transport protocols.



Figure 5.2.1-2: Regenerative satellite with ISL, gNB processed payload
The figure above illustrates that UE served by a gNB on board a satellite could access the 5GCN via ISL.
The gNB on board different satellites may be connected to the same 5GCN on the ground.
If the satellite hosts more than one gNB, the same SRI will transport all the corresponding NG interface instances.
In R19, both the transparent and regenerative payload shall be supported. 
Proposal 1: It is proposed to introduce the support on regenerative payload into TS38.300: change the current description specific only for transparent payload gNB, while add the description for regenerative payload gNB. 
Proposal 2: It is proposed that for regenerative payload gNB support, take the full core network on ground as baseline. Both the feeder link and ISL support should be clearly described in TS38.300. 
For the split gNB use cases, the regenerative gNB-DU, regenerative gNB-CU on board may cause different scenarios for switchover, except Xn and NG interfaces, F1 and more other interfaces may need to be considered. 
Proposal 3: It is proposed to start the discussion from regenerative gNB with non-split architecture. Initiate the split use cases discussion after the non-split use case is confirmed.

2.2 Discussion on the Xn switchover of regenerative gNB payload
For regenerative satellite based NG-RAN(gNB on board), both with ISL and without ISL gNB processed payload are defined as above in TR38.821.  
And the possible Xn switchovers are also defined in TR38.821: There are different types of hand-overs in Non-Terrestrial networks:
●	Intra-satellite hand-over (between cells served by same satellite)
●	Inter-satellite hand-over (between cells served by different satellite)
●	Inter-access hand-over (between cellular and satellite access)
	NTN Hand-over scenarios
	Regenerative satellite (gNB on board)

	Intra satellite hand-over
	intra gNB hand-over procedure

	Inter satellite hand-over
	inter gNB hand-over procedure (See clause 9.2.3 in TR 38.300)

	Inter access hand-over
	Inter AMF/UPF hand-over procedure or Intra AMF/UPF hand-over procedure (out of RAN scope)



· For intra gNB hand-over, all necessary signalling is confined to within the gNB, with no signalling impact on NG or Xn.
· For inter gNB hand-over, the current procedures in TS38.300 clause 9.2.3 can be re-used for regenerative satellite (gNB on board) hand-over. No extra procedures are required for Xn and NG interfaces.
· And for inter or intra AMF/UPF hand-over, it is out of RAN scope. 
Proposal 4: No extra procedures or enhancements need to be introduced over Xn interface to support regenerative payload (gNB on board) for NR NTN.

The above Xn switch over may happen over SRI or ISL. Typically for the Xn switch over procedures, there are no difference between these different transports. Anyway, the deployment architectures are different and may introduce future issues in signalling. For example, if support Xn-based UE mobility and NR-NR DC features between on ground NTN gNB and a terrestrial gNB, the Xn over SRI will be impacted by the performance of transport layer. The outage of SRI may introduce the signalling storm to re-establish the Xn interfaces in terrestrial gNB. Meanwhile the CP signal propagation delay is much more than usual, Some of the timers in Xn procedures may need to be adjusted. Currently, there is no clear requirement on these use cases, further studies are needed on these kinds of deployments.
Proposal 5: For regenerative payload (no-split gNB on board), the Xn interface between NTN gNB and a terrestrial gNB over SRI shall not be discussed until the use cases are clear.
2.3 Discussion on other enhancements between CN and RAN
During NTN operation, it may become necessary to switch the feeder link (SRI) between different NTN GWs toward the same satellite. This may be due to e.g. maintenance, traffic offloading, or (for LEO) due to the satellite moving out of visibility with respect to the current NTN GW. The switchover should be performed without causing service disruption to the served UEs. From NG-RAN point of view, the soft feeder link switch over is an important choice to minimize the service disruption. 
Observation 2: Both the hard and soft feeder link switch over shall be supported.  
For the full gNB onboard of the satellite as regenerative payload. If we consider the LEO case, from Uu perspective, this case is considerably simpler than the transparent LEO NTN as the Uu is only transmitted via service link as compared to being transmitted via service and feeder links. The feeder link switch can be transparent at Uu interface as long as the security keys of the gNB can be preserved. But for NG interface is transmitted via feeder link over SRI. The frequent switch over of feeder links may introduce impacts on NGAP.


NG-RAN protocol architecture for regenerative satellite (gNB on board): Control Plane
The NG-AP is transported over SCTP, between the 5GC and the on board gNB, as usual, but via the NTN Gateway. And the NAS protocol is also transported by the NG-AP protocol, between the 5GC and the on board gNB, via the NTN Gateway.
In case of a GEO satellite, the latency can be up to several hundreds of ms than in terrestrial networks, which means NG Application Protocol timers may have to be extended to cope with the long delay of the feeder link.
For feeder link switch over, if the regenerative payload stays in the coverage of same AMF through a new anchored NTN Gateway, the IP and SCTP connections need to be re-established. However, the NG interface will remain unaffected after the regenerative payload connects to current AMF via the new NTN Gateway.
If the regenerative payload moves to the coverage of a new AMF, the gNB needs to setup the new NG-AP connection with the new AMF. 
· First the old AMF needs to be notified to release the NG-AP connection. This is the same scenario that gNB lost connection with AMF due to backhaul disruption. Even without the release procedures from gNB, AMF should release the resource. It is no need to introduce the NG release procedure from gNB to AMF.
· Secondly, the gNB needs to setup NG connection with the new AMF. It is the same with the existing NG procedure (set-up, configuration update, etc..) without modification. 
Due to the instability of satellite radio connections, the gNB may loss the connections with AMF more frequently than terrestrial gNB, but recover very soon. Instead of introducing new suspend/resume procedures in NG interfaces, maintaining multiple feeder links between regenerative payload(gNB on board) with different NTN Gateways is an existing solution. So we don’t think it is needed to introduce the suspend/resume procedures, but think it is beneficial if the payload can keep NG connections with more than one AMF at the same time.
Proposal 6: It is proposed that no enhancement or introductions of extra procedures in NG interfaces for regenerative payload (gNB on board) are needed.
Proposal 7: It is beneficial that if the gNB can setup the NG connection with new AMF, while keep the NG connection with the old AMF, to reduce the disruption when feeder link switch over or outage happens. 

3	Summary
In this contribution, we provide considerations on the NTN regenerative payload in RAN3, following observations and proposals are made:
Observation 1: Only the NTN transparent payload mode is clearly supported in TS 38.300 now.
Observation 2: Both the hard and soft feeder link switch over shall be supported.
Proposal 1: It is proposed to introduce the support on regenerative payload into TS38.300: change the current description specific only for transparent payload gNB, while add the description for regenerative payload gNB. 
Proposal 2: It is proposed that for regenerative payload gNB support, take the full core network on ground as baseline. Both the feeder link and ISL support should be clearly described in TS38.300. 
Proposal 3: It is proposed to start the discussion from regenerative gNB with non-split architecture. Initiate the split use cases discussion after the non-split use case is confirmed.
Proposal 4: No extra procedures or enhancements need to be introduced over Xn interface to support regenerative payload (gNB on board) for NR NTN.
Proposal 5: For regenerative payload (no-split gNB on board), the Xn interface between NTN gNB and a terrestrial gNB over SRI shall not be discussed until the use cases are clear.
Proposal 6: It is proposed that no enhancement or introductions of extra procedures in NG interfaces for regenerative payload (gNB on board) are needed.
Proposal 7: It is beneficial that if the gNB can setup the NG connection with new AMF, while keep the NG connection with the old AMF, to reduce the disruption when feeder link switch over or outage happens. 
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