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1	Introduction
[bookmark: _Hlk48630882]There is a consensus that AI/ML is a powerful tool capable of aiding operators or vendors in better managing and optimizing network performance, thereby enhancing user experience. The "AI/ML RAN" WI in Release 18 has been completed, and discussions for new AI/ML use cases will further commence in the Release 19 phase, encompassing new use cases such as network slicing and coverage and capacity optimization (CCO).
Following is the objectives related to new use cases for Rel-19 AIRAN topics: 
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
[bookmark: _GoBack]In this contribution, we provide our analysis and understanding on the AI/ML assisted Network Slicing, and corresponding TP [1] to TR 38.743.
2	Discussion
2.1 Background
There is a significant demand for wireless communication expected in vertical markets such as manufacturing, transportation, energy, civil services, healthcare, and others. Consequently, the wireless communication system needs to support a broader range of services with varying latency, throughput, and serviceability requirements. Network slicing is defined as a technology that logically separates network functions and resources into multiple network slices within a common physical infrastructure. Each NS represents an independent virtualized end-to-end network, providing tailored service for a specific communication scenario (e.g., eMBB, mMTC, or URLLC).
In Rel-15, it worked on network slicing advanced network architecture, providing greater flexibility and scalability for various services with different requirements. Rel-17 focused on supporting network slicing and solutions to ensure slice-based service continuity, enabling operators to explore new sources of revenue in addition to those derived from customer subscriptions. Rel-18 work item further enhanced support of RAN slicing, including further support slice-based service continuity, solving the issue that network Slice Area of Service for services not mapping to existing TAs boundaries and temporary network slices and improved support of RAs including TAs supporting Rejected S-NSSAI.
Network slicing can provide service differentiation and ensure SLAs (Service Level Agreements) for each service type by allowing the establishment of custom slices for various types of services with different QoS requirements.
Observation 1  It can be acknowledged that network slicing is one of the important use cases for mobile network operators to provide customized services. 
Legacy network slicing operations still fall short of ensuring the continuity of slicing services and guaranteeing QoS requirements, as outlined below:
· The NG-RAN node supports resource management between slices for the SLA assigned to each supported slice. However, relying solely on the current or historical slice-level resource status is insufficient for allocating the appropriate resources to guarantee user service quality. 
· For high-mobility UEs, ensuring the continuity of the sliced services is currently challenging. If the load per slice of neighboring nodes is not clearly known, the target node might not be able to provide the required service type for different users, which in turn, will cause a severe increase in outage probability. However, even if the target BS can provide the required service type, users may experience poor achievable QoS performance due to limited resources.
The design and management of network slices require the analysis of vast amounts of complex data to effectively meet QoS requirements. Handling massive information quickly makes it challenging for manual deployment and operation of network slices. Therefore, these operations and optimizations necessitate the introduction of AI/ML techniques. AI/ML techniques can be applied to optimize the resource allocation for network slicing.
AI/ML algorithms can analyze network performance, UE level and cell level traffic patterns, and UE level service requirements to determine the optimal placement of network slices and allocate resources more efficiently. By considering factors such as UE level traffic latency, bandwidth requirement, and service demands, AI/ML models can make intelligent decisions on how to allocate resources to UEs among different slices dynamically, including the scenarios of non-mobility and mobility, ensuring optimal performance and resource utilization to fulfill the requirement of SLA.
Observation 2  AI/ML-based network slicing brings benefits such as optimized resource allocation, improved dynamic slice deployment, automated and flexible slice management, contributing to efficient and dynamic support for diverse services and applications in modern networks.
It is proposed to capture the above content in TR for the use case description of AI/ML assisted network slicing. Details can be seen in the corresponding TP [1].
Proposal 1 Capture the above content in TR for the use case description of AI/ML assisted network slicing.

2.1 Solutions
2.2.1 Rel-18 Solution
During Rel-18 phase, the following solutions is considered for three AI/ML based use cases:
· AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU).
The deployment of AI/ML function can also be applied to AI/ML based network slicing.
Following is the figures for different deployments, and it is proposed to be captured into TR.


Figure (a) Model Training at OAM, Model Inference at NG-RAN


 Figure (b) Model Training and Model Inference at NG-RAN 
Proposal 2 The deployment below of AI/ML function is applied to AI/ML based network slicing:
-	AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU).

2.2.2 Essential Information
In context of network slicing, the straightforward information is predicted slice-level resource status and predicted slice available capacity information. As similar as normative work in Rel-18, this kind of information can be transferred between NG-RAN nodes upon request to help NG-RAN node resource management between slices and guarantee QoS when load balancing. Accurate predictions of resource status per slice level are crucial for efficient network slicing. AI/ML algorithms can analyze historical data and make predictions about future Slice-level resource status. This information helps in determining the appropriate allocation of network resources and the placement of network slices to meet anticipated demand.
Proposal 3 Current/predicted slice-level resource status, and current/predicted slice available capacity can be transferred between NG-RAN nodes to assist AI/ML network slicing.
In an end-to-end network slicing architecture, incorporating UE traffic information enables more proactive and efficient resource allocation strategies, ultimately enhancing service quality. NG-RAN nodes equipped with real-time monitoring capabilities can dynamically adjust resource allocation in response to changing UE traffic patterns. This dynamic resource management ensures that resources are efficiently distributed across slices to meet fluctuating demand while adhering to QoS requirements. Moreover, allocating resources in advance based on predicted UE traffic enables operators to address potential congestion points and ensure sufficient capacity to maintain service quality levels stipulated in SLAs.
Proposal 4 Current/predicted UE traffic can be considered as one of assistance information used for AI/ML network slicing.

2.2.3 Coordination between CN and RAN
The fact that NG-RAN supports AI/ML functions was specified in Rel-18, while the CN has a dedicated network function (NWDAF) with the capability to perform AI/ML functions. And during the previous RAN plenary meeting, the study for NG impacts will not be precluded for Rel-19 AI/ML RAN. Therefore, in the context of network slicing, we present our understanding of the benefits of coordination between the CN and RAN to support AI/ML-assisted network slicing. NWDAF has the capability to generate slice-level load predictions, predicted AMF capacity, etc. From RAN side, NWDAF can provide these AI/ML related information to the RAN, facilitating optimized management of network slices.
Observation 3  NWDAF has the capability to generate AI/ML related information to facilitating optimized management of network slices.
For legacy network slicing, as specified in TS 38.300, NG-RAN is able to select appropriate AMF for initial attachment by default or by NSAAI provided by UE. This means that the NG-RAN node could select the better AMF to guarantee subsequent service quality if more helpful information is provided.
====================== TS 38.300 ======================
RAN selection of CN entity
-	For initial attach, the UE may provide NSSAI to support the selection of an AMF. If available, NG-RAN uses this information for routing the initial NAS to an AMF. If the NG-RAN is unable to select an AMF using this information or the UE does not provide any such information the NG-RAN sends the NAS signalling to one of the default AMFs.
-	For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG-RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG-RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.
====================== TS 38.300 ======================
Moreover, currently, the NG-RAN node can obtain AMF capacity information via the AMF Configuration Update message. Thus, the NG-RAN can assess the relative processing capacity of the AMF compared to other AMFs in the AMF Set. As specified in TS23.288, NWDAF can provide requested NF load statistics or predictions to other NFs, and the service consumer may be an NF or the OAM.
====================== TS 23.288 ======================
Table 6.5.3-2: NF load predictions
	Information
	Description

	List of resource status (1..max)
	List of predicted load information for each NF instance along with the corresponding NF id / NF Set ID (as applicable)

	> NF type
	Type of the NF instance

	> NF instance ID
	Identification of the NF instance

	> NF status (NOTE 1)
	The availability status of the NF on the Analytics target period, expressed as a percentage of time per status value (registered, suspended, undiscoverable)

	> NF resource usage (NOTE 1)
	The average usage of assigned resources (CPU, memory, disk) 

	> NF load (NOTE 1)
	The average load of the NF instance over the Analytics target period 

	> NF peak load (NOTE 1)
	The maximum load of the NF instance over the Analytics target period

	> Confidence
	Confidence of this prediction

	> NF load (per area of interest) (NOTE 1, NOTE 2)
	The predicted average load of the NF instances over the area of interest.

	NOTE 1:	Analytics subset that can be used in "list of analytics subsets that are requested" and "Preferred level of accuracy per analytics subset".
NOTE 2:	Applicable only to AMF load based on Input data in clause 6.5.2, Table 6.5.2-3 and Table 6.5.2-5.


====================== TS 23.288 ======================
Above all, predicted AMF capacity, as a form of assistance information, can be provided from the CN to the NG-RAN node. This assists the NG-RAN node in selecting the appropriate AMFs during the initial attach, ensuring subsequent service quality, and avoiding degradation of QoS.
Proposal 5 Predicted AMF capacity can be considered as AI/ML related information provided from CN to NG-RAN to assist AI/ML network slicing.
Another aspect is the predicted slice-level resource status information. NWDAF is also able to provide slice load information to a consumer NF on a network slice level or a network slice instance level or both, as shown below.
====================== TS 23.288 ======================
Table 6.3.3A-3: Network Slice instance load predictions
	Information
	Description

	S-NSSAI
	Identification of the Network Slice.

	Network Slice instances (1..max)
	List of Network Slice instance(s) within the S-NSSAI.

	> NSI ID
	Identification of the Network Slice instance.

	> Number of UE Registrations (NOTE 1)
	Number of predicted UE registrations at the Network Slice instance (average, variance).

	> Number of PDU Sessions establishment (NOTE 1)
	Number of predicted PDU Session establishments of the Network Slice instance (average, variance).

	> Resource usage (NOTE 1)
	The predicted usage of assigned virtual resources for the NF instances (mean usage of virtual CPU, memory, disk) as defined in clause 5.7 of TS 28.552 [8], belonging to a particular Network Slice instance.

	> Resource usage threshold crossings (NOTE 1)
	Number of predicted times resource usage threshold is met or exceeded or crossed at the Network Slice instance and the time when it happened. It is present if a threshold value is provided by the consumer as Analytics Filter.

	> Resource usage threshold crossings time period (1..max) (NOTE 1, NOTE 2)
	Predicted Resource usage threshold vector including predicted time elapsed between times each threshold is met or exceeded or crossed on the Network Slice instance, it is present if a threshold value is provided by the consumer as Analytics Filter.

	> Load Level (NOTE 1)
	The load level of the Network Slice Instance indicated by the S-NSSAI and the associated NSI ID (if applicable) in the Analytics Filter, if Load Level Threshold is not provided by the consumer as Analytics Filter.

	> Crossed Load Level Threshold (NOTE 1)
	An indication on whether the Load Level Threshold is met or exceeded by the predicted value of the Load Level. It is present if the Load Level Threshold is provided by the consumer as Analytics Filter.

	> Confidence
	Confidence of this prediction.

	NOTE 1:	Analytics subset that can be used in "list of analytics subsets that are requested".
NOTE 2:	The time period is a time interval specified by a start time and an end time timestamps within the Analytics target period.



Table 6.3.3A-4: Network Slice load predictions
	Information
	Description

	S-NSSAI
	Identification of the Network Slice.

	> Number of UE Registrations (NOTE 1)
	Predicted Number of UE registrations at the Network Slice (average, variance).

	> Number of PDU sessions establishments (NOTE 1)
	Predicted Number of PDU Session establishments at the Network Slice (average, variance).

	> Load Level (NOTE 1)
	The load level of the Network Slice Instance indicated by the S-NSSAI and the associated NSI ID (if applicable) in the Analytics Filter, if Load Level Threshold is not provided by the consumer as Analytics Filter.

	> Crossed Load Level Threshold (NOTE 1)
	An indication of whether the Load Level Threshold is met or exceeded by the predicted value of the Load Level. It is present if the Load Level Threshold is provided by the consumer as Analytics Filter.

	> Confidence
	Confidence of this prediction.

	NOTE 1:	Analytics subset that can be used in "list of analytics subsets that are requested".


 ====================== TS 23.288 ======================
Therefore, in addition to the NG-RAN node being able to predict slice-level resource status by itself, it can also request the CN to provide this information
Proposal 6 Predicted AMF capacity can be considered as AI/ML related information provided from CN to NG-RAN to assist AI/ML network slicing.

2.2.4 Split architecture
It is acknowledged that DU can provide resource status information to CU upon request via the Resource Status Procedure. DU is the network entity which store the past resource status information. Therefore, if AI/ML functions can be deployed in gNB-DU, DU can also provide predicted resource status information, including cell-level and slice-level data.
Proposal 7 RAN3 is kindly asked to discuss whether gNB-DU is able to perform model inference in Rel-19. If yes, predicted resource status, including cell-level and slice-level can be provided from DU to CU.
2.3 Potential impacts
2.3.1 Required data
Above all, following information can be leveraged for AI/ML assisted Network Slicing:
[bookmark: _Hlk163396462]Input for AI/ML assisted Network Slicing:
· Current/Predicted Resource Status per slice level
· Current/Predicted Slice Available Capacity
· Current/Predicted UE traffic
· Current/Predicted AMF Capacity
Output for AI/ML assisted Network Slicing:
· Predicted Resource Status per Slice level
· Predicted Slice Available Capacity
· Predicted UE traffic
· [bookmark: _Hlk163396756]Recommended Resource management between Slices (will be used by RAN node internally)
Feedback for AI/ML assisted Network Slicing:
· [bookmark: _Hlk163396803]Resource Status per slice level updates from target NG-RAN node
· Slice Available Capacity updates from target NG-RAN node
· Measured UE traffic after UE handovered to target NG-RAN node
· UE performance feedback for those UEs handed over from the source NG-RAN node
Proposal 8 Agree to capture above required data for network slicing in TR.
2.3.2 Potential standard impacts:
[bookmark: _Hlk163396869]Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhanced existing procedure to collect predicted information between NG-RAN nodes:
· Predicted Resource Status per slice level between neighbouring NG-RAN nodes and source NG-RAN node
· Predicted Slice Available Capacity between neighbouring NG-RAN nodes and source NG-RAN node
· Predicted UE traffic forward to the target NG-RAN node via Handover Request message
· Enhanced existing procedure to collect feedback information between NG-RAN nodes:
· Measured UE traffic after UEs handoverd from target NG-RAN node to source NG-RAN node
NG interface: 
· New signaling procedure to collect predicted information over NG interface:
· Predicted resource status per slice level from CN to NG-RAN
· Predicted Slice Available Capacity from CN to NG-RAN
F1 interface: 
· New signaling procedure to collect predicted information over F1 interface:
· Predicted resource status per slice level from DU to CU
· Predicted Slice Available Capacity from DU to CU
· New signaling procedure to collect feedback information over F1 interface:
· Measured UE performance feedback from DU to CU
E1 interface: 
· New signaling procedure to collect feedback information over E1 interface:
· Measured UE performance feedback from CU-UP to CU-CP
· Measured UE traffic feedback from CU-UP to CU-CP
Proposal 9 Agree to capture above potential impacts into TR.
The corresponding TP is provided in [1].
3 Conclusion
Following is our observations and proposals:
Observation 1  It can be acknowledged that network slicing is one of the important use cases for mobile network operators to provide customized services. 
Observation 2  AI/ML-based network slicing brings benefits such as optimized resource allocation, improved dynamic slice deployment, automated and flexible slice management, contributing to efficient and dynamic support for diverse services and applications in modern networks.
Proposal 1 Capture the above content in TR for the use case description of AI/ML assisted network slicing.
Proposal 2 The deployment below of AI/ML function is applied to AI/ML based network slicing:
-	AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU).
Proposal 3 Current/predicted slice-level resource status, and current/predicted slice available capacity can be transferred between NG-RAN nodes to assist AI/ML network slicing.
Proposal 4 Current/predicted UE traffic can be considered as one of assistance information used for AI/ML network slicing.
Observation 3  NWDAF has the capability to generate AI/ML related information to facilitating optimized management of network slices.
Proposal 5 Predicted AMF capacity can be considered as AI/ML related information provided from CN to NG-RAN to assist AI/ML network slicing.
Proposal 6 Predicted AMF capacity can be considered as AI/ML related information provided from CN to NG-RAN to assist AI/ML network slicing.
Proposal 7 RAN3 is kindly asked to discuss whether gNB-DU is able to perform model inference in Rel-19. If yes, predicted resource status, including cell-level and slice-level can be provided from DU to CU.
Proposal 8 Agree to capture above required data for network slicing in TR.
Proposal 9 Agree to capture above potential impacts into TR.
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