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1	Introduction
One of the objectives of the new study item “Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” (RP-240323) is to study CCO as AI/ML-based use case with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture).
Below, we provide our views related to the use case description and the associated standardization impacts. We also provide a TP for TR 38.743 in annex of this paper. 
2	Background on CCO
2.1	General background
The distributed CCO feature was introduced for NR in Rel-17, building on principles introduced for LTE in Rel-12. The purpose of the feature is to detect and resolve e.g. coverage issues and cell edge capacity issues. The NG-RAN node may determine CCO issues based on different observations including UE radio measurements, Radio Link Failure, Radio Connection Establishment Failure and observed performance (e.g. throughput, packet loss) of its served UEs. When a CCO issue is detected, the NG-RAN node may perform dynamic cell-level and beam-level coverage configuration changes by autonomously switching between pre-configured coverage states and inform neighbour nodes about the change and the corresponding CCO cause, e.g. set to “coverage” or “cell edge capacity”. A node that receives coverage configuration change information from its neighbours may similarly adjust its own coverage configuration, taking into account the CCO cause. In split gNB architecture, the CCO function resides in the gNB-CU. The CCO functionality may benefit from the high degree of radio coverage configurability provided by Active Antenna Systems.
It may be sufficient to detect and mitigate coverage issues on a relatively slow time scale, so while the coverage use case may benefit from distributed CCO, it may also be suitably handled by the centralized CCO feature residing in the OAM as described in TS 28.627 and TS 28.628. On the other hand, distributed CCO, residing in the gNB, may work on faster time scales and therefore may enable more dynamic cell and beam adaptations to optimize capacity in scenarios with geographical changes in the UE traffic patterns. 
For deployment of the distributed CCO functionality as standardized in Rel-17, the operator configures sets of alternative coverage configurations as described in clause 15.5.5.2 of TS 38.300. XnAP signalling for CCO enables a gNB to inform neighbour nodes when switching between these alternative coverage configurations takes place. In split gNB architecture, F1AP signalling ensures coordination between the gNB-CU and the gNB-DU. The standardized network signalling for distributed CCO supports the cell split/merge and cell shaping scenarios. 
2.2	Legacy architecture and signalling framework for CCO
[bookmark: _Hlk163069311]An example signalling flow for F1 and Xn signalling for CCO introduced in Rel-17 is shown in Figure 1.


[bookmark: _Ref163069380]Figure 1: Example signalling flow for F1 and Xn signalling for CCO introduced in Rel-17.
The main steps within the signalling flow in Figure 1 are:
· CCO issue detection performed at the NG-RAN1 CU
· The NG-RAN1 sends pre-change notification  to neighbour NG-RAN nodes in case of cell split/merge
· The NG-RAN1 CU reports the CCO issue and affected cells and beams to the NG-RAN1 DU
· The NG-RAN1 DU selects and applies new cell and/or beam configurations for affected cells and beams
· The NG-RAN1 DU informs the NG-RAN1 CU about the new cell and/or beam configurations for affected cells and beams
· The NG-RAN1 informs neighbour NG-RAN nodes about the new cell and/or beam configurations for affected cells and beams

Observation 1: In legacy CCO for NG-RAN, the NG-RAN CU performs the CCO issue detection.
Observation 2: In legacy CCO for NG-RAN, the NG-RAN DU selects and applies the new cell and/or beam configuration.
2.3	CCO issue detection
TS 38.300 indicates that CCO issue detection is part of the NR CCO function, but further guideline on how the issue detection is performed is not provided. However the description given in TS 28.628 (SA5) for centralized CCO can also be used as an informative guideline for the purpose of the present discussion. 
According to TS 28.628, the main symptoms of capacity and coverage optimization problems are:
Coverage hole: A coverage hole is an area where the pilot signal strength is below a threshold which is required by a UE to access the network, or the SINRs of both serving and neighbor cells is below a level needed to maintain the basic service. Coverage holes are usually caused by physical obstructions such as new buildings, hills, or by unsuitable antenna parameters, or just inadequate RF planning. UEs around coverage hole will suffer from call drop and radio link failure. Typical phenomenon of coverage hole is either HO failure happens frequently and cannot be optimized by HO parameter optimization or call drop happens frequently and cannot be rescued by RRC re-establishment.
Weak coverage: Weak coverage occurs when the pilot signal strength or the SNR (or SINR) of serving cell is below the level needed to maintain a planned performance requirement (e.g. cell edge bit-rate).
Pilot pollution: In areas where coverage of different cells overlap a lot, interference levels are high, power levels are high, energy consumption is high and cell performance may be low. Typically in this situation UEs may experience high SNR to more than one cell and high interference levels. 
Overshoot coverage: Overshoot occurs when coverage of a cell reaches far beyond what is planned. It can occur as an “island” of coverage in the interior of another cell, which may not be a direct neighbor. Reasons for overshoot may be reflections in buildings or across open water, lakes etc. UEs in this area may suffer call drops or high interference.
DL and UL channel coverage mismatch: DL channel coverage is larger than UL channel coverage is one typical scenario of DL and UL channel coverage mismatch. The UE will suffer UL problems when it moves into the mismatch area. 
TS 28.628 also indicates that in a realistic network, these symptoms may be tolerated to a certain level. These symptoms may indicate a real problem when combined with other factors such as frequency of symptoms, duration of symptoms, or affected population.
3	Solutions and standards impacts for Rel-19 AI/ML support for CCO
3.1	Purpose of the AI/ML-based CCO function
As described in section 2.2, for the legacy CCO feature deployed in split gNB architecture the CCO issue detection function is located in the gNB-CU, while the gNB-DU is in charge of selection and application of the new cell and/or beam configurations for affected cells and beams. 
This architecture choice for CCO was done in Rel-17, and the present Rel-19 SID mandates the use of existing architecture for AIML-based CCO. Based on this we believe that RAN3 can confirm that AIML-based CCO will, similarly to Rel-17 CCO, locate the CCO issue detection in the gNB-CU while the gNB-DU will remain in charge of selection and application of the new cell and/or beam configurations for affected cells and beams.
Proposal 1: For AIML-based CCO, the gNB-CU is in charge of CCO issue detection.
Proposal 2: For AIML-based CCO, the gNB-DU is in charge of selection and application of the new cell and/or beam configurations for affected cells and beams.

Furthermore, we assume that the target for the present study and recommendation for the follow-up Rel-19 work item is to enable AIML-based CCO issue detection in the gNB-CU. This will leverage the potential of AI/ML to solve problems with a large number of input parameters. AI/ML-based CCO issue detection could also have the potential to predict e.g. the symptoms listed in section 2.3 (from TS 28.628) hence enabling the gNB-DU to trigger corrective actions in anticipation of an upcoming issue.

Proposal 3: The present study to focus on enabling AIML-based CCO issue detection.

In case of split architecture this would mean that support will be provided for AIML-based CCO issue detection in the gNB-CU. The consumer of this information is the gNB-DU, and we believe the study should include investigation of any information relative to the CCO issue detection the gNB-DU could provide to the gNB-CU. An example of such information could be the list of cells/beams for which the gNB-DU is able to execute coverage modification changes, hence avoiding that the gNB-CU trains a model and performs inference for CCO issue detection for cells (or beams) that don’t support coverage state changes.

Proposal 4: In case of split architecture support will be provided for AIML-based CCO issue detection in the gNB-CU.

Proposal 5: RAN3 to study information the gNB-DU could provide to the gNB-CU relative to the CCO issue detection, e.g. the list of cells/beams for which the gNB-DU is able to execute coverage modification changes.

3.2	Locations for AI/ML Training and AI/ML Inference
In order to stay aligned with AI/ML support introduced for the Rel-18 use cases, we propose to focus on the following two solutions for the CCO use case to be studied in Rel-19:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node
· AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node

In case of CU/DU split architecture, in line with proposal 4 above and similarly to AI/ML support for Rel-18 use cases, two solutions can be considered:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB-CU

Proposal 6: Consider two solutions for AI/ML-based CCO
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB (gNB-CU in case of split architecture)
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU in case of split architecture)

[bookmark: _Hlk163381772]In case of AI/ML model trained in the OAM, the gNB is also allowed to continue training the model.
3.3	AI/ML Model Training in OAM	
Figure 3 shows an overview of a solution where a gNB performs CCO issue detection using an AI/ML model trained by OAM.

 
Figure 2: AI/ML Model Training in OAM, AI/ML Model Inference in the NG-RAN.

3.4	AI/ML Model Training in NG-RAN	
Figure 3 shows an overview of a solution where a gNB trains an AI/ML Model and uses it for CCO issue detection. 

 
[bookmark: _Ref163378907]Figure 3: AI/ML Model Training and AI/ML Model Inference in the NG-RAN.
 

3.5	Input Data, Output Data and Feedback information to an AI/ML Model for CCO issue detection
For the solutions indicated in Section 3.2 and Section 3.3 above, the following information may be further investigated in the present study item:

Input from UE
· UE measurement report (e.g., RSRP/RSRQ/SINR etc. from UEs), including cell level and beam level UE measurements
· SON/MDT reports: RLF, RCEF

Input from local node, including from the gNB-DU and gNB-CU-UP
· List of cells/beams for CCO issue detection
· Measured Radio Resource Status Information
· Predicted Radio Resource Status Information
· Current UE traffic information: bitrate, packet loss, packet delay, latency
· Predicted UE traffic information: bitrate, packet loss, packet delay, latency
Input from neighbour nodes
· Measured Radio Resource Status Information
· Predicted Radio Resource Status Information

Output
· CCO issue and affected beams/cells
· Predicted CCO issue and affected beams/cells (e.g. prediction at a given time instant T, duration of the issue)

Feedback
· Similar as input information (from local node, include from the gNB-DU, from neighbour nodes, from UEs in affected cells/beams)

Proposal 7: RAN3 to base further study on the solution description provided here (sections 3.3, 3.4 and 3.5).
4	Impact of CCO on other AI/ML use cases
When CCO was standardized in Rel-12 for LTE and Rel-17 for NR, the interaction with SON use cases was analyzed and taken into account in normative phase. In particular interaction between CCO and MRO was considered, and corresponding inter-node (X2, Xn) was standardized to inform neighbour nodes about CCO decisions and corresponding coverage changes.
Similarly, for networks deploying AI/ML-based CCO there is a high likelihood that AI/ML will also be used for other purposes. We therefore believe that RAN3 in the present study should investigate impacts of CCO on the AI/ML use cases supported in Rel-18, namely:
· Mobility Optimization
· Load Balancing
· Energy saving
Proposal 8:  Investigate impacts of CCO on Rel-18 AI/ML use cases: Mobility Optimization, Load Balancing, Energy Saving.
5	Conclusion
We have made the following observations and proposals:
Observation 1: In legacy CCO for NG-RAN, the NG-RAN CU performs the CCO issue detection.
Observation 2: In legacy CCO for NG-RAN, the NG-RAN DU selects and applies the new cell and/or beam configuration.
Proposal 1: For AIML-based CCO, the gNB-CU is in charge of CCO issue detection.
Proposal 2: For AIML-based CCO, the gNB-DU is in charge of selection and application of the new cell and/or beam configurations for affected cells and beams.
Proposal 3: The present study to focus on enabling AIML-based CCO issue detection.
Proposal 4: In case of split architecture support will be provided for AIML-based CCO issue detection in the gNB-CU.
Proposal 5: RAN3 to study information the gNB-DU could provide to the gNB-CU relative to the CCO issue detection, e.g. the list of cells/beams for which the gNB-DU is able to execute coverage modification changes.

Proposal 6: Consider two solutions for AI/ML-based CCO
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB (gNB-CU in case of split architecture)
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU in case of split architecture)

Proposal 7: RAN3 to base further study on the solution description provided here (sections 3.3, 3.4 and 3.5).
Proposal 8:  Investigate impacts of CCO on Rel-18 AI/ML use cases: Mobility Optimization, Load Balancing, Energy Saving.
We have provided a corresponding TP to TR 38.743 in annex of this paper.
Annex	- TP for TR 38.743
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[bookmark: _Toc162258896]4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc162258897]4.21.1	Use case description
Editor Note: Capture the description of use case
[bookmark: _Toc162258898]The distributed CCO feature was introduced for NR in Rel-17, building on principles introduced for LTE in Rel-12. The purpose of the feature is to detect and resolve e.g. coverage issues and cell edge capacity issues. The NG-RAN node may determine CCO issues based on different observations including UE radio measurements, Radio Link Failure, Radio Connection Establishment Failure and observed performance (e.g. throughput, packet loss) of its served UEs. When a CCO issue is detected, the NG-RAN node may perform dynamic cell-level and beam-level coverage configuration changes by autonomously switching between pre-configured coverage states and inform neighbour nodes about the change and the corresponding CCO cause, e.g. set to “coverage” or “cell edge capacity”. A node that receives coverage configuration change information from its neighbours may similarly adjust its own coverage configuration, taking into account the CCO cause. In split architecture, the CCO function resides in the gNB-CU. The CCO functionality may benefit from the high degree of radio coverage configurability provided by Active Antenna Systems.
It may be sufficient to detect and mitigate coverage issues on a relatively slow time scale, so while the coverage use case may benefit from distributed CCO, it may also be suitably handled by the centralized CCO feature residing in the OAM as described in TS 28.627 [x] and TS 28.628 [x]. On the other hand, distributed CCO, residing in the gNB, may work on faster time scales and therefore may enable more dynamic cell and beam adaptations to optimize capacity in scenarios with geographical changes in the UE traffic patterns. 
For deployment of the distributed CCO functionality as standardized in Rel-17, the operator configures sets of alternative coverage configurations as described in clause 15.5.5.2 of TS 38.300. XnAP signalling for CCO enables a gNB to inform neighbour nodes when switching between these alternative coverage configurations takes place. In split gNB architecture, F1AP signalling ensures coordination between the gNB-CU and the gNB-DU. The standardized network signalling for distributed CCO supports the cell split/merge and cell shaping scenarios. 
CCO issue detection in the NG-RAN is implementation dependent. TS 28.628 describes how CCO issue detection may be performed in case of centralized CCO.
The target for the present study and recommendation for the follow-up Rel-19 work item is to enable AIML-based CCO issue detection in the gNB-CU. This will leverage the potential of AI/ML to solve problems with a large number of input parameters. AI/ML-based CCO issue detection could also have the potential to predict e.g. the symptoms listed in TS 28.628 [x] clause 4.5.3.1 hence enabling the gNB-DU to trigger corrective actions in anticipation of an upcoming issue.

4.21.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces

AI/ML Model Training in OAM:
Figure x1 shows an overview of a solution where a gNB performs CCO issue detection using an AI/ML model trained by OAM.


Figure x1: AI/ML Model Training in OAM, AI/ML Model Inference in the NG-RAN.

AI/ML Model Training in NG-RAN:
Figure x2 shows an overview of a solution where a gNB trains an AI/ML Model and uses it for CCO issue detection.

 Figure x2: AI/ML Model Training and AI/ML Model Inference in the NG-RAN.

Input Data, Output Data and Feedback information to an AI/ML Model for CCO issue detection
Input from UE
· UE measurement report (e.g., RSRP/RSRQ/SINR etc. from UEs), including cell level and beam level UE measurements
· SON/MDT reports: RLF, RCEF

Input from local node, including from the gNB-DU and gNB-CU-UP
· List of cells/beams for CCO issue detection
· Measured Radio Resource Status Information
· Predicted Radio Resource Status Information
· Current UE traffic information: bitrate, packet loss, packet delay, latency
· Predicted UE traffic information: bitrate, packet loss, packet delay, latency
Input from neighbour nodes
· Measured Radio Resource Status Information
· Predicted Radio Resource Status Information

Output
· CCO issue and affected beams/cells
· Predicted CCO issue and affected beams/cells

Feedback
· similar as input information (from local node, include from the gNB-DU, from neighbour nodes, from UEs in affected cells/beams)
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