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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]A new study of ambient IoT was approved at the RAN#102 meeting [1] and revised at the RAN#103 meeting [2], with the following objectives.
	[bookmark: _Hlk130825108]
This study targets a further assessment at RAN WG-level of Ambient IoT, a new 3GPP IoT technology, suitable for deployment in a 3GPP system, which relies on ultra-low complexity devices with ultra-low power consumption for the very-low end IoT applications. The study shall provide clear differentiation, i.e. addressing use cases and scenarios that cannot otherwise be fulfilled based on existing 3GPP LPWA IoT technology e.g. NB-IoT including with reduced peak Tx power.
General Scope
The definitions provided in TR 38.848 are taken into this SI, and the following are the exclusive general scope:
1. The overall objective shall be to study a harmonized air interface design with minimized differences (where necessary) for Ambient IoT to enable the following devices:
1. ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
1. ≤ a few hundred µW peak power consumption1, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, DL and/or UL amplification in the device. The device’s UL transmission may be generated internally by the device, or be backscattered on a carrier wave provided externally.
· X  is to be decided in WGs.
· Coverage design target: Maximum distance of 10-50 m with device indoors as per TR 38.848: “…a range that WGs can sub-select within”.
· For Topologies 1 & 2 (UE as intermediate node under NW control) per TR 38.848, with no RRC states, no mobility (i.e. at least no cell selection/re-selection -like function), no HARQ, no ARQ. 
NOTE 1: It is to be understood that “≤ a few hundred µW” means WGs are not tasked with setting a particular value, and that it will be for WG discussions to determine if a presented design with corresponding power consumption satisfies the “≤ a few hundred µW” requirement.

1. [bookmark: _Hlk160560296]Deployment Scenarios with the following characteristics, referenced to the tables in Clause 4.2.2 of TR 38.848:
· Deployment scenario 1 with Topology 1
· Basestation and coexistence characteristics: Micro-cell, co-site
·   Deployment scenario 2 with Topology 2 and UE as intermediate node, under network control
· Basestation and coexistence characteristics: Macro-cell, co-site
· The location of intermediate node is indoor
1.  FR1 licensed spectrum in FDD.
1. Spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s).
1. Traffic types DO-DTT, DT, with focus on rUC1 (indoor inventory) and rUC4 (indoor command). 
· From RAN#104, the study will assess whether the harmonized air interface design (per bullet ‘A’ above) can address the DO-A (Device-originated autonomous) use case, only to identify which part(s) of the harmonized air interface design (per bullet ‘A’ above) is/are not sufficient for the DO-A use case.
Transmission from Ambient IoT device (including backscattering when used) can occur at least in UL spectrum.

The following objectives are set, within the General Scope:
1. Evaluation assumptions
1. Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
0. Clause 5.3: Applicable maximum distance target values(s)
0. Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
0. Clause 5.8: 2D distribution of devices
1. Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
1. Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
1. Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.

1. Study necessary and feasible solutions for Ambient IoT as prescribed in the General Scope, including decisions on which functions, procedures, etc. are needed and not needed, and ensuring at least the required functionalities in Section 6.2 of TR 38.848. 
Study of positioning in Rel-19 is RAN3-led, limited to functionalities which would have no, or minimal, specification impact (note: this does not imply any decision relating to WI creation).
Study the feasibility and required functionalities for proximity determination, which is the determination of whether BS or intermediate UE and ambient IoT device are near each other or not (coordination with SA3 is required for privacy aspects).
· RAN1-led:
For the Ambient IoT DL and UL:
· Frame structure, synchronization and timing, random access
· Numerologies, bandwidths, and multiple access
· Waveforms and modulations
· Channel coding
· Downlink channel/signal aspects
· Uplink channel/signal aspects
· Scheduling and timing relationships
· Study necessary characteristics of carrier-wave waveform for a carrier wave provided externally to the Ambient IoT device, including for interference handling at Ambient IoT UL receiver, and at NR base station. 
       For Topology 2, no difference in physical layer design from Topology 1.
· RAN2-led:
· Study and decide which functions are needed for an Ambient IoT compact protocol stack and lightweight signalling procedure to enable DO-DTT and DT data transmission, and study those functions.
For example:
· Paging
· Random access
· Data transmission, including necessary radio resource control aspects, respecting the limitation in the General Scope 
· Interactions with upper layers
For functionalities not listed above, they are studied only if found essential.
· RAN3-led:
· Identify necessary impacts on signaling and procedures for CN-RAN interface, to enable:
· Paging  
· Device context management
· Data transport
· Identify RAN architecture aspects, including whether support for split architecture is necessary.
· Identify potential solutions for locating an Ambient IoT device with no specification impact, e.g. reusing existing user location report, or minimal specification impact to convey location information to core network.
· RAN4-led:
· Coexistence study of Ambient IoT and NR/LTE.
· RF requirements study for Ambient IoT:
· Ambient IoT BS transmission and reception
· Ambient IoT Device, as per the General Scope, transmission and reception
· Intermediate node (UE), as per the General Scope, transmission and reception

RAN2 and RAN3 are expected to identify RAN-CN functional split in coordination with SA2.

Note: This study shall target for an IoT segment well below the existing 3GPP IoT technologies, e.g. NB-IoT, eMTC, RedCap, etc. The study shall not aim to replace existing 3GPP LPWA technologies.




In this contribution, we discuss the RAN architecture aspects of AIoT related to RAN3 impact.
2. Discussion
During the RAN plenary study, several connectivity topologies for AIoT networks and devices were defined [3]. In addition, RAN#102 meeting agreed the following two topologies for the study objective:
-	Topology 1: BS ↔ AIoT device
[image: ]
In topology 1, the AIoT device bidirectionally communicates with the BS directly. The communication between the BS and the AIoT device includes the AIoT data and/or signalling.
-	Topology 2: BS ↔ intermediate node ↔ Ambient IoT device
[image: ]
In topology 2, the AIoT device communicates bidirectionally with an intermediate node between the device and the BS. In addition, the intermediate node is a UE which is capable of AIoT. The intermediate node transfers Ambient IoT data and/or signalling between the BS and the AIoT device.
Different topologies will introduce different RAN requirements. For better understanding, we will discuss the RAN architecture considerations for the topology 1 and topology 2 separately.
Topology 1: BS ↔ AIoT device
As described in the SID, there are two traffic types for the AIoT device to be studied: DT (device-terminated) and DO-DTT (device-originated – device-terminated triggered).
In topology 1, the RAN node acts as a reader to receive the service operation request from the CN, and/or to send the service operation result to the CN. 
In one example, on receipt of the inventory request sent from the CN, the RAN node performs the inventory procedure towards the AIoT device, e.g., the RAN node sends a triggering message to the AIoT device to initiate the AIoT device ID report by the AIoT device. This is a typical DO-DTT traffic.
In another example, the RAN node receives a writing command request sent from the CN, and then forwards the writing command request to the AIoT device. The AIoT device does not need to provide a response to the CN via the RAN node. This is a typical DT traffic.
Observation 1: For topology 1, the RAN node acts as a reader for the AIoT device.
Therefore, it needs to introduce a protocol between the RAN node and the CN to support the following functionalities:
-	Perform inventory, and deliver inventory result (e.g., AIoT device ID) to the CN.
-	Deliver command request from the CN to the AIoT device.
-	Deliver command response received from the AIoT device to the CN.
Proposal 1: For topology 1, the protocol between the RAN node and the CN should support the following functionalities:
-	Perform inventory, and deliver inventory result (e.g., AIoT device ID) to the CN.
[bookmark: OLE_LINK3]-	Deliver command request from the CN to the device.
-	Deliver command response received from the AIoT device to the AIoT CN.
There are two possible options to introduce the protocol between the RAN node and the CN for the AIoT.
-	Option 1: introduce a new protocol for the AIoT.
Referring to [4], the protocol stack example is:


With the option 1, the benefit is that the CN node could be a new network function different from the AMF, and most of the NGAP concepts are not needed to apply to the AIoT. The drawback is that it is more complex than existing 5GS system because a new protocol should be defined for the AIoT.
-	Option 2: introduce a simplified NGAP for the AIoT.
With the option 2, the benefit is that the legacy NGAP could be reused for the AIoT as much as possible. Since the NGAP is introduced mainly for the legacy UE, we need to define which functions are not needed or suitable for the AIoT, e.g., PDU session management and UE mobility management.
From our point of view, both options have advantages and drawbacks. Since SA2 is still discussing the AIoT architecture, we can wait for SA2’s progress to decide whether a new protocol between the RAN and the CN is needed for the AIoT. 
[bookmark: _Hlk141187092]Proposal 2: For topology 1, wait for SA2’s progress to decide whether a new protocol between the RAN node and the CN should be defined for the AIoT.
A typical inventory service operation includes the following main steps:
-	Step 1: The RAN node sends a triggering message to the AIoT devices to trigger the AIoT device ID report by the AIoT device.
-	Step 2: The one or multiple AIoT devices respond to the RAN node and provide their AIoT device IDs.
-	Step 3: The RAN node forwards the AIoT device IDs to the CN.
Since the number of AIoT devices are very large, the RAN node could collect the received AIoT device IDs from multiple AIoT devices, concatenate the AIoT device IDs, and send the AIoT device IDs of multiple AIoT devices to the CN together. With this method, the signalling overhead could be reduced.
Therefore, the split architecture could be considered for the AIoT, which allows traffic aggregation from multiple AIoT devices. Additionally, the split architecture can facilitate the management of traffic loads between different readers (DU).
Proposal 3: For topology 1, the split architecture could be considered to support the AIoT.

Topology 2: BS ↔ intermediate node ↔ Ambient IoT device
In topology 2, the intermediate node behaves as a reader to read information from the AIoT device and write information to the AIoT device. In one example, on receipt of the inventory request sent from the CN, the intermediate node performs the inventory procedure towards the AIoT device, e.g., the intermediate node sends a triggering message to the AIoT device to initiate the AIoT device ID report by the AIoT device. In another example, the command information sent from the CN to the AIoT device is encapsulated in the NAS message sent from the CN to the intermediate node.
Observation 2: For topology 2, the intermediate node acts as a reader for the AIoT device.
Therefore, the service operation information between the AIoT device and the CN is transparent to the RAN node. Referring to [4], the protocol stack example is:


Proposal 4: For topology 2, the service operation information between the AIoT device and the CN is encapsulated in the NAS message that is transparent to the RAN node. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we have the following observations and proposals.
Observation 1: For topology 1, the RAN node acts as a reader for the AIoT device.
Proposal 1: For topology 1, the protocol between the RAN node and the CN should support the following functionalities:
-	Perform inventory, and deliver inventory result (e.g., AIoT device ID) to the CN.
-	Deliver command request from the CN to the device.
-	Deliver command response received from the AIoT device to the AIoT CN.
Proposal 2: For topology 1, wait for SA2’s progress to decide whether a new protocol between the RAN node and the CN should be defined for the AIoT.
Proposal 3: For topology 1, the split architecture could be considered to support the AIoT.
Observation 2: For topology 2, the intermediate node acts as a reader for the AIoT device.
Proposal 4: For topology 2, the service operation information between the AIoT device and the CN is encapsulated in the NAS message that is transparent to the RAN node.
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