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1 Introduction
In this paper, we discuss use case related to AIML based network slicing.
2	Discussion
Network slicing in 5G networks refers to the ability to create multiple virtual networks on top of a single physical network infrastructure. Each "slice" is an isolated network with its own resources, tailored to meet specific requirements of different types of services or applications. Network slices can be customized for specific use cases, such as enhanced mobile broadband (eMBB) for high-speed internet services, ultra-reliable low-latency communications (URLLC) for critical applications like remote surgery or autonomous driving, and massive machine type communications (mMTC) for IoT devices. It allows for more efficient use of the network infrastructure by allocating resources based on the specific needs of each slice, thus optimizing overall network performance. Network slicing enables operators to rapidly deploy and scale new services without the need for physical changes to the network infrastructure.
However, current deployment and management of network slicing faces the following challenges:
- Complex Resource Management: Dynamically allocating and managing resources for each slice based on changing demands and maintaining isolation between slices is complex. It requires sophisticated algorithms and automation tools.
- Quality of Service (QoS) Assurance: Ensuring that each slice meets its specific service quality requirements that is required in the Service Level Agreement (SLA) with operator, especially in scenarios where resources are constrained or there are conflicting demands between slices, is challenging.
- Interference and Prioritization: Balancing the needs of different slices, especially when prioritizing critical services (like emergency services in a URLLC slice) over others, without negatively impacting the performance of the lower-priority services.
- Service Continuity: a User Equipment (UE) is handed over to another cell, but the resources on the new cell for the same slice are quite limited, leading to a degradation in the UE's Quality of Service (QoS).
To address the challenges, Machine Learning (ML) techniques can be employed to enhance network slicing management and resource allocation. By analyzing data collected within the Radio Access Network (RAN), ML algorithms can forecast resource demands for each network slice and determine whether the required Quality of Service (QoS), as per the Service Level Agreement (SLA), is achievable. With these predictions, the RAN can dynamically modify the resources allocated to each slice and make more informed decisions regarding cell switching, taking into account the resource availability in the target cell for the same slice. Consequently, this approach ensures the maintenance of the requisite QoS and the continuity of service, optimizing the overall network performance and user experience.

2.1	Location of AIML functions
In Rel18 AI for RAN discussion, the following deployment scenarios are supported:
For non-split architecture, the following two scenarios are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
For CU-DU split architecture, the following two scenarios are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.

For Rel19 AI for network slicing use case, we suggest starting with the same deployment options considering both non-split and CU-DU split architecture. On the other hand, RAN3 is suggested to discuss if AI/ML inference could locate at gNB-DU as well considering the slice level measurements are available at gNB-DU.
[bookmark: _Toc163461111]For AIML based network slicing, the following deployment scenarios are considered as a starting point:
a. [bookmark: _Toc163461112]For non-split architecture, the following two scenarios are possible:
i. [bookmark: _Toc163461113]AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
ii. [bookmark: _Toc163461114]AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
b. [bookmark: _Toc163461115]For CU-DU split architecture, the following two scenarios are possible:
i. [bookmark: _Toc163461116]AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
ii. [bookmark: _Toc163461117]AI/ML Model Training and Model Inference are both located in the gNB-CU.
[bookmark: _Toc163461118]RAN3 is suggested to discuss if the AI/ML inference could locate at gNB-DU as well for AI/ML based network slicing.
2.2	Input 
In our understanding, the following are the possible inputs for AIML based network slicing:
From local node:
· Current/Predicted Slice Available Capacity
· The amount of resources per network slice that are available per cell relative to the total NG-RAN resources per cell. 
· Understanding the current and future available capacity of a network slice helps in anticipating whether the slice can accommodate additional user demands or if it's nearing its limit, enabling proactive adjustments to resource allocations.

· Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
· The usage of the PRBs per slice per cell
· This provides insight into how radio resources are currently being utilized and how they're expected to be used in the near future. Machine learning algorithms can use this data to optimize resource distribution across slices, ensuring that each slice gets the resources it needs without starving others.

· Current/Predicted UE Traffic (e.g., data volume)
· The traffic as data volume in a given time.
· Knowing both the current traffic and predictions for future helps in understanding demand patterns. This is crucial for adjusting resources in real-time and for future planning, ensuring that the network can handle peak loads while maintaining QoS.

· Current/Predicted (un)fulfilment of required QoS (according to SLA)
· If the required QoS as defined in SLA is fulfilled or not. 
· This metric allows for the evaluation of how well the network is meeting the QoS requirements as outlined in the SLAs. Predictive insights into potential QoS breaches enable preemptive actions to reallocate resources or adjust configurations to uphold service standards.

· Current/Predicted UE trajectory
· List of cells that UE has been visited or will visit.
· This helps to predict the future demanded resource for a network slice taking into account the UE’s movement from neighboring cells. 

From UE:
· UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
· They can be used to optimize network performance at the user level, including making informed decisions about when to initiate a handover to another cell or slice to maintain or enhance QoS.

From neighboring NG-RAN nodes:
· Current/Predicted Slice Available Capacity
· Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
· Current/Predicted UE Traffic (e.g., data volume)
· Current/Predicted UE Trajectory (during handover procedure)

[bookmark: _Toc163461119]RAN3 considers the following possible inputs for an AIML model for network slicing
c. [bookmark: _Toc163461120]From local node:
i. [bookmark: _Toc163461121]Current/Predicted Slice Available Capacity
ii. [bookmark: _Toc163461122]Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
iii. [bookmark: _Toc163461123]Current/Predicted UE Traffic (e.g., data volume)
iv. [bookmark: _Toc163461124]Current/Predicted (un)fulfilment of required QoS (according to SLA)
v. [bookmark: _Toc163461125]Current/Predicted UE trajectory
d. [bookmark: _Toc163461126]From UE:
i. [bookmark: _Toc163461127]UE measurement report
e. [bookmark: _Toc163461128]From neighboring NG-RAN nodes:
i. [bookmark: _Toc163461129]Current/Predicted Slice Available Capacity
ii. [bookmark: _Toc163461130]Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
iii. [bookmark: _Toc163461131]Current/Predicted UE Traffic (e.g., data volume) (during handover procedure)
iv. [bookmark: _Toc163461132]Current/Predicted UE Trajectory (during handover procedure)

2.2	Output
In our understanding, the output of a AIML model for network slicing can be either a prediction of a measurement or a strategy decision related to a network slice (that may use the prediction result as in put). For example:
· Predicted Slice Available Capacity
· Predicted Slice Radio Resource Status
· Predicted (un)fulfilment of required QoS (according to SLA)
· If the QoS of a network slice is predicted to degrade and cannot fulfil the SLA, the NG-RAN node may allocate more resources for the network slice. 
· Resource allocation recommendation for one or more network slices
· Recommendations on how to allocate or reallocate resources (such as bandwidth, computing power, and storage) across different network slices to meet the current and predicted demand while optimizing the usage of the available infrastructure.
· Handover recommendation, including recommended candidate cells for supporting the network slice
· Among multiple candidate cells, source NG-RAN node may select the one that is predicted to have more available resource for the network slice.

[bookmark: _Toc163461133]RAN3 considers the following as output of an AIML model for network slicing
f. [bookmark: _Toc163461134]Predicted Slice Available Capacity
g. [bookmark: _Toc163461135]Predicted Slice Radio Resource Status
h. [bookmark: _Toc163461136]Predicted (un)fulfilment of required QoS (according to SLA)
i. [bookmark: _Toc163461137]Resource allocation recommendation for one or more network slices
j. [bookmark: _Toc163461138]Handover recommendation, including recommended candidate cells for supporting the network slice

2.2	Feedback
In order to determine how accurate a prediction is and if a resource allocation decision or a handover decision is made properly, the following information can be collected as feedback:
· UE performance (e.g., throughput, delay, packet loss rate after resource reallocation or after handover)
· Slice Available Capacity (of current and neighbouring NG-RAN node)
· Slice Radio Resource Status (of current and neighbouring NG-RAN node)
· (un)fulfilment of required QoS according to SLA (of current NG-RAN node)

[bookmark: _Toc163461139]RAN3 considers the following as feedback of an AIML model for network slicing
k. [bookmark: _Toc163461140]UE performance (e.g., throughput, delay, packet loss rate after resource reallocation or after handover)
l. [bookmark: _Toc163461141]Slice Available Capacity (of current and neighbouring NG-RAN node)
m. [bookmark: _Toc163461142]Slice Radio Resource Status (of current and neighbouring NG-RAN node)
n. [bookmark: _Toc163461143](un)fulfilment of required QoS according to SLA (of current NG-RAN node)

2.2	Standard Impact
Based on the analysis above, we foresee the following implications for Xn, E1, F1 interfaces
For Xn interface, RAN3 may enhance the Rel19 Data Collection Initiation/Report procedure to support the exchange of the following between neighbouring NG-RAN nodes:
· Predicted Slice Available Capacity
· Predicted Slice Radio Resource Status
Besides, RAN3 may enhance the Handover Preparation procedure for the source NG-RAN node to provide the predicted UE Traffic (e.g., data volume) to the target NG-RAN node.
For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
· Current/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
· UE performance measurements from DU to CU
· Predicted Slice Available Capacity from CU to DU
· Predicted Slice Radio Resource Status from CU to DU
· It is assumed that the AIML inference locates in CU instead of DU. Then informing DU about the predicted Slice Available Capacity and Slice Radio Resource Status in the future can help DU reallocate the radio resources for each network slice in a proactive manner.
· Predicted (un)fulfilment of required QoS (according to SLA) from CU to DU

[bookmark: _Toc163461144]For Xn interface, RAN3 may enhance the Rel19 Data Collection Initiation/Report procedure to support the exchange of the following between neighbouring NG-RAN nodes:
o. [bookmark: _Toc163461145]Predicted Slice Available Capacity
p. [bookmark: _Toc163461146]Predicted Slice Radio Resource Status
[bookmark: _Toc163461147]For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
q. [bookmark: _Toc163461148]Current/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
[bookmark: _Toc163461149]For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
r. [bookmark: _Toc163461150]UE performance measurements from DU to CU
s. [bookmark: _Toc163461151]Predicted Slice Available Capacity from CU to DU
t. [bookmark: _Toc163461152]Predicted Slice Radio Resource Status from CU to DU
u. [bookmark: _Toc163461153]Predicted (un)fulfilment of required QoS (according to SLA) from CU to DU

A TP in R3-241792 is prepared to capture the above proposals. 
[bookmark: _Toc163461154]RAN3 agrees the TP in R3-241792.
3	Conclusion
Based on the discussion above, we propose:
Proposal 1	For AIML based network slicing, the following deployment scenarios are considered as a starting point:
a.	For non-split architecture, the following two scenarios are possible:
i.	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
ii.	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
b.	For CU-DU split architecture, the following two scenarios are possible:
i.	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU.
ii.	AI/ML Model Training and Model Inference are both located in the gNB-CU.
Proposal 2	RAN3 is suggested to discuss if the AI/ML inference could locate at gNB-DU as well for AI/ML based network slicing.
Proposal 3	RAN3 considers the following possible inputs for an AIML model for network slicing
a.	From local node:
i.	Current/Predicted Slice Available Capacity
ii.	Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
iii.	Current/Predicted UE Traffic (e.g., data volume)
iv.	Current/Predicted (un)fulfilment of required QoS (according to SLA)
v.	Current/Predicted UE trajectory
b.	From UE:
i.	UE measurement report
c.	From neighboring NG-RAN nodes:
i.	Current/Predicted Slice Available Capacity
ii.	Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
iii.	Current/Predicted UE Traffic (e.g., data volume) (during handover procedure)
iv.	Current/Predicted UE Trajectory (during handover procedure)
Proposal 4	RAN3 considers the following as output of an AIML model for network slicing
a.	Predicted Slice Available Capacity
b.	Predicted Slice Radio Resource Status
c.	Predicted (un)fulfilment of required QoS (according to SLA)
d.	Resource allocation recommendation for one or more network slices
e.	Handover recommendation, including recommended candidate cells for supporting the network slice
Proposal 5	RAN3 considers the following as feedback of an AIML model for network slicing
a.	UE performance (e.g., throughput, delay, packet loss rate after resource reallocation or after handover)
b.	Slice Available Capacity (of current and neighbouring NG-RAN node)
c.	Slice Radio Resource Status (of current and neighbouring NG-RAN node)
d.	(un)fulfilment of required QoS according to SLA (of current NG-RAN node)
Proposal 6	For Xn interface, RAN3 may enhance the Rel19 Data Collection Initiation/Report procedure to support the exchange of the following between neighbouring NG-RAN nodes:
a.	Predicted Slice Available Capacity
b.	Predicted Slice Radio Resource Status
Proposal 7	For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
a.	Current/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
Proposal 8	For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
a.	UE performance measurements from DU to CU
b.	Predicted Slice Available Capacity from CU to DU
c.	Predicted Slice Radio Resource Status from CU to DU
d.	Predicted (un)fulfilment of required QoS (according to SLA) from CU to DU
Proposal 9	RAN3 agrees the TP in R3-241792.


