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1. Introduction

A liaison from S2 (R3-99B29) was received at the RAN3 #8 (Abiko, October 25-29) on SRNS relocation and handover, asking for guidance on the evolution of the SRNS relocation procedure for release 00. The liaison was sent to SA1, RAN2 and RAN3. RAN3 has expertise on relocation issues, but the study of the relocation mechanism impacts other groups too.

The liaison has been re-submitted to this meeting under R3-001089.

This paper studies the SRNS relocation and hard handover mechanisms in terms of delay with the release 99 mechanism (packet forwarding), as requested by SA2.

Another contribution (Tdoc R3-001050) studies the delay with the bi-casting mechanism for SRNS relocation and hard handovers via the CN.

In this study, a change of SGSN is assumed in the SRNS relocation and hard handover procedures. This ensures that the worse case is covered since the SRNS relocation/handover mechanism should provide acceptable delay in all configurations.

2. Study of the release 99 mechanism – SRNS relocation

In release 99, the SRNS relocation mechanism is based on a data forwarding mechanism to provide a lossless relocation.

To estimate the delay in the procedure, the following assumptions were made:

- Re-establish an RLC connection at the new RNC during the relocation takes 100ms. (RAN2)

- Message transport takes 100ms between nodes (including processing). 

- The target RNC does not have to wait for the PDP context update before it can start sending uplink packets to the SGSN. (this is not clear how it works in the specifications, but it is said to be possible).
- The downlink packets forwarded from the source to the target RNC are delayed by 5 ms due to the number of nodes they have to traverse. This delay includes the 3 extra GTP switching points and the actual transport delay.

These values are arbitrary values to give an idea of the range of the delay. They do not correspond to performance of any specific product.

2.1. SRNS relocation - the starting point

The following picture describes the situation after soft handover in the UTRAN and before SRNS relocation is performed. A RAB (Radio Access Bearer) plus 2 GTP Tunnels (one over the Iu from the RNC to the SGSN, and one over the Gn from the SGSN to the GGSN) exist for the UE to a GGSN for a single PDP context. Note that buffers are present both at the SRNC and the UE. Due to soft handover a DRNC has been established. The RAB traverses this DRNC on its way to the SRNC.
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2.2.  SRNS relocation - the ending point

The following picture describes the situation after SRNS relocation has been completed. RAB and GTP Tunnel paths are re-rerouted to avoid the old SRNC and old SGSN. 
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The current SRNS relocation procedure is broken down into 3 phases; for each phase, an estimation of the delay is provided based on the assumptions above. The three phases are:

Phase 1 - Resource Reservation: The path of the data traffic is not changed.  This phase has the purpose of preparing the DRNS to become (new) SRNS

Phase 2 - Actual handover of Serving RNC: The UTRAN connection point is moved to the target RNC (new Serving RNS) and downlink traffic is forwarded from (old) Serving RNC to the Target RNC

This is broken down into part 1, move of SRNS and part 2, GTP tunnel move.

Phase 3 - Routeing Area Update initiated by an MS in PMM‑CONNECTED state, which is described in the RA update subclause (not descibed here).

Break in transmission occurs in phase 2.

2.3 Delay study (streamlining)

Phase 1: Resource reservation
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1. The RANAP “Relocation Required” message is sent from the SRNC to the source SGSN.

2. The GTP message “Forward relocation request” is sent from the source SGSN forward to the target SGSN. It contains the target RNC identifier, transparent container, IMSI, MM context, PDP contexts.  NOTE: Forward relocation request does not contain any information linked with packet transmission (sequence numbers) because such information is under the responsibility of the UTRAN. 
3. The tunnel description is sent to the DRNC by the target SGSN (using the RANAP “Relocation Request” message), containing the transparent container and IMSI. Buffers are created at the DRNC. RLC and MAC instance is prepared for relocation of the UE connection.

4. When the Iu user plane transport bearers have been established, and target RNC completed its preparation phase, the RANAP message "Relocation Request Acknowledge" (containing RNC IP address(es), and Tunnel End Point Identifier(s)) is sent to the target SGSN. The RNC IP address(es) (possibly one address per PDP context) on which the target RNC is willing to receive these packets. Tunnel End Point Identifier(s) are the Identifiers to be used in GTP level when sending packets to this RNC.

A GTP tunnel is now established between the target SGSN to the target RNC.
5. When the traffic resources between target RNC and new SGSN have been allocated and the new SGSN is ready for the SRNC move, then the GTP "Forward Relocation Acknowledgement" message (containing RNC IP address(es), and Tunnel End Point Identifier(s)) is sent from the new SGSN to the old SGSN. This message indicates that new SGSN and target RNC are ready to receive from source SRNC the downstream packets not yet acknowledged by the MS.

6. When the GTP “Forward Relocation Acknowledgement” has been received in the source SGSN, the source SGSN indicates the completion of the preparation phase at the CN PS domain side for the SRNC relocation by sending the RANAP "Relocation Command" message (containing RNC IP address(es), and Tunnel End Point Identifier(s)) to the source RNC. The RNC IP address(es), and Tunnel End Point Identifier(s) are used by the SRNC to send the downstream packets not yet acknowledged by MS to the target RNC.
This is the end of the preparation phase. Note that the uplink path has not been described. This is currently missing in 23.060.

In phase 1, no delay is introduced.

	Resource reservation
	

	Uplink Delay
	0

	Downlink Delay
	0


Phase 2, part 1: move of SRNS
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7. Using the RNSAP “Relocation Commit” message, the source RNC informs the target RNC (DRNC) to start relocation. This message contains a list of data flow attributes (GTP‑SNU, UP-RLC-ack, GTP‑SND)). GTP‑SND is the GTP sequence number for the next downlink packet received from the GGSN. GTP‑SNU is the GTP sequence number for the next uplink packet to be tunnelled to the GGSN. UP-RLC-Ack contains the acknowledgements for upstream PDU received by the source SRNC on each RLC connection used by the MS (i.e. the Receive State Variable V(R) for all RLC SAPI in acknowledged mode).
7’. The source RNC starts a timer T3‑TUNNEL and stops the exchange of the packets with the UE
Next, the source RNC starts tunnelling the buffered and incoming downlink packets towards the target SRNC using RNC IP address(es), and Tunnel End Point Identifiers(s). The target RNC executes switch for all bearers at the earliest suitable time instance.

At this stage, uplink packets are buffered in the UE and downlink packets are buffered at the target RNC.
7’’. The target RNC starts acting as the SRNC. The target RNC sends New MM System Information to the UE indicating e.g. relevant Routeing Area and Location Area. Additional RRC information may then also be sent to the MS, e.g. new RNTI identity. The new RAI triggers a RA Update procedure (case initiated by MS in PMM‑CONNECTED state). This is phase 3. The uplink traffic shall not be stopped due to the new MM System Information or the RA Update procedure.
7’’. Additionally, as acting as the new SRNC, the target SRNC restarts the RLC connections. This includes the exchange between the target SRNC and the MS of the UP-RLC-Ack and DOWN-RLC-ACK. DOWN-RLC-ACK confirms all mobile-terminated packets successfully transferred before the start of the relocation procedure. If DOWN-RLC-ACK confirms reception of packets that were forwarded from the source SRNC, then these packets shall be discarded by the target SRNC. UP-RLC Ack confirms all mobile-originated packets successfully transferred before the start of the relocation procedure.
7’’’. The RLC connection is re-established at the target RNC and downlink GTP packets are forwarded to the UE.

The PDCP layer that provides lossless relocation is reset.

This introduces a delay of 100 ms for the uplink and downlink packets (needs confirmation from RAN2). 

8. Immediately after the RLC connection is re-established using the RANAP “Relocation Detect”, the target RNC (=SRNC) informs the new SGSN that the relocation execution trigger has been received. Note that downlink traffic can proceed now.

9. After the "New MM System Information" message has been sent out (from step 7 above), using the RANAP “Relocation Complete” message, the target RNC (=SRNC) informs the new SGSN that it has taken over from the source RNC (old SRNC).

The new SGSN may send uplink packets to the GGSN before the update PDP context is performed (quoted from 23.060).

For real-time data, we want to send packets as soon as possible to minimise the delay so we assume we need to take this option. However in the previous steps, it is not clear when and how  the SGSN was set up to send uplink packets to the GGSN.

It is also assumed that the GGSN can receive packets from the target SGSN before the update PDP context is performed.

In case of real-time data, if this mechanism is possible, the standards should explain how it works and make it mandatory for real-time data.

We assume that at this stage uplink packets resume flowing to the SGSN and note this needs to be explained.

If this is not the case, then uplink packets can not resume flowing until after step 11 (completion of GTP tunnel move).

The downlink packets received at the GGSN are still being sent to the old SGSN until the update PDP context is performed. They are then forwarded from the source to target RNC via the SGSNs.

This introduces a delay estimated at 5 ms for downlink packets because they go from GGSN to source SGSN, to source RNC and back to source SGSN, via the target SGSN, finally to the target RNC. There are 3 additional tunnel switching points introduced by this mechanism.

In phase 2 (part 1), a delay of 100 ms is introduced for uplink packets (with the note that this is relying on a mechanism which is not currently specified), and of 105 ms for downlink packets.

	Move of SRNS
	

	Uplink Delay
	100

	Downlink Delay
	105


Phase 2, part 2: move of GTP tunnel
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10. Using the GTP “Update PDP Context Request” message, the new SGSN informs the GGSN that the relocation is complete. Parameters (new SGSN Address, QoS Negotiated, SGSN Tunnel Endpoint Identifier, GGSN Tunnel Endpoint Identifier) are sent along to the GGSN to enable the new tunnel establishment.

The GGSN establishes GTP tunnel points to the new SGSN. The GGSN stops sending packets on the downlink towards the old SRNC and instead sends downlink packets on this new tunnel towards the new SGSN.

11. When complete, the GGSN sends the “Update PDP Context Response” message to the new SGSN. At this point, the new SGSN has already established the GTP tunnel (Iu bearer) towards the target RNC (which is now the new SRNC) and hence forwards any GTP packets received from the GGSN on to the DRNC.

The downlink packets were already being received, only via the number of hops as said previously, with a 5 ms delay. The packets from the old SRNC are those which were in transit from the GGSN just before the new tunnel was established.

Now at this point the target RNC receives downlink packets from the new SGSN. The packets from the target SGSN are those which were transmited starting after the new tunnel was established.

These packets can arrive at the new SRNC out of order.

This will result either in the packets from the SGSN being buffered at the target RNC for order preservation which will add more delay, or in packet loss. Packet loss is assumed here since it is a more appropriate option for real time. This means however that the target RNC needs to know that these packets are for real-time and therefore to ignore them rather than buffer them as it would do for a lossless relocation.

Three options are possible:

· buffer the packets at the SGSN (not recommended as it adds delay)

· packet loss (in which case the “lossless relocation” is not so lossless)

· definition of different behaviours for real-time and non real-time data (based on QoS parameters)

In any case, clarification is required in the standards as to how the real-time data will be handled at this point.

When the target RNC detects packets coming from the GGSN, then the packet forwarding from source to target RNC should stop. However this is only known at the target RNC not at the source RNC. So the source RNC will keep forwarding downlink packets until the timer T3 expires (step 14).

If the mechanism to send uplink packets before this step is not defined, this is also when uplink packets can start flowing towards the GGSN over the newly established GTP tunnel.

12. The new SGSN now sends the GTP "Forward Relocation Complete" message (containing the IMSI) to the old SGSN.  (This is after steps 10 and 11 are completed for all GGSNs involved in PDP contexts for the UE.) 

13. Using the RANAP “Iu Release command” message, the SGSN informs the Old SRNC to release its connections regarding the UE just relocated.

14. The RANAP “Iu Release complete” message is sent back when the packet forwarding for the data over the Iu interface is complete. This is only done once timer T3 has expired.

In phase 2 (part 2), no delay is introduced. The downlink packets are being received with 5 ms delay as already counted in phase 2 (part 1), due to the number of nodes they have to traverse.

	Move of GTP tunnel
	

	Uplink Delay
	0

	Downlink Delay
	0


Phase 3: Routeing Area update

This is the Routeing Area update initiated by the MS in PMM-CONNECTED state as described in 23.060. No delay is introduced in this phase.

	Routeing Area Update
	

	Uplink Delay
	0

	Downlink Delay
	0


· For the SRNS relocation case, the release 99 mechanism introduces an estimated delay of 100 ms for uplink, and of 105 ms for downlink packets.

· To ensure delay is minimised with the packet forwarding mechanism, there is a number of node behaviours and mechanisms (in particular for uplink packets) to clarify.

3. Study of the release 99 mechanism – hard handover

In this section, the hard handover scenario in the PS domain is studied in terms of delay, based on the release 99 packet forwarding mechanism. Note that this is the case of the hard handover via the Core Network.

To estimate the delay in the procedure, the following assumptions were made:

- Re-establish an RLC connection at the new RNC during the handover takes 100ms. (RAN2)

- Message transport takes 100ms between nodes (including processing). 

- Establishing new GTP tunnel points takes 50 ms. (CN4)

- Activating a new GTP tunnel takes 50ms. (CN4)

- The target RNC has to wait for the GTP tunnel to be established before it can start sending uplink packets to the SGSN.
- The downlink packets forwarded from the source to the target RNC are delayed by 5 ms due to the number of nodes they have to traverse. This delay includes the 3 extra GTP switching points and the actual transport delay.

These values are arbitrary values to give an idea of the range of the delay. They do not correspond to performance of any specific product.

3.1. The starting point

The following picture describes the situation before hard handover via the CN is performed. A RAB (Radio Access Bearer) plus 2 GTP Tunnels exist for the UE to a GGSN. The RAB traverses the SRNC on its way to the SGSN.
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3.2. The ending point

The following picture describes the situation after hard handover via the CN has been completed. RAB and GTP Tunnel paths are re-rerouted through the new SRNC and new SGSN. 
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The hard handover procedure with packet forwarding is broken down into 4 phases; for each phase, an estimation of the delay is provided. The four phases are:

Phase 1 – Resource reservation: The path of the data traffic is not changed.  This phase has the purpose of preparing the target RNS to become (new) SRNS

Phase 2 – Hard handover and setup of packet forwarding : The UTRAN connection point is moved to the target RNC (new Serving RNS) and downlink traffic is setup to be forwarded from old RNC to the new SRNC

Phase 3 – Packet forwarding: downlink traffic is forwarded from old RNC to the new SRNC

Phase 4 – New GTP tunnel and release: GTP tunnel is moved from old SGSN to new SGSN. Routeing Area Update is initiated by the UE.

Break in transmission occurs in phases 2 to 4.

3.3. Delay study (hard handover)

Phase 1: Resource reservation
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1. The RANAP “Relocation Required” (Relocation Type, Cause, Source ID, Target ID, Source RNC to target RNC transparent container) message is sent from the source RNC to the source SGSN. The source RNC sets the Relocation Type to 'Hard Handover'.
2. The GTP message “Forward relocation request” is sent from the source SGSN forward to the target SGSN. It contains the target RNC identifier, transparent container, IMSI, MM context, PDP contexts.  NOTE: Forward relocation request does not contain any information linked with packet transmission (sequence numbers) because such information is under the responsibility of the UTRAN.
3. The tunnel description is sent to the target RNC by the target SGSN (using the RANAP “Relocation Request” message), containing the IMSI, transparent container and RABs to be setup. Buffers are created at the target RNC. RLC and MAC instance is prepared for relocation of the UE connection.

4. When the Iu user plane transport bearers have been established, and target RNC completed its preparation phase, the RANAP message "Relocation Request Acknowledge" (containing transparent container, RNC IP address(es), and Tunnel End Point Identifier(s)) is sent to the target SGSN. The RNC IP address(es) (possibly one address per PDP context) on which the target RNC is willing to receive these packets. Tunnel End Point Identifier(s) are the Identifiers to be used in GTP level when sending packets to this RNC.

A GTP tunnel is now established between the target SGSN to the target RNC.
5. When the traffic resources between target RNC and target SGSN have been allocated and the new SGSN is ready for the SRNC move, then the GTP "Forward Relocation Acknowledgement" message (containing transparent container, RNC IP address(es), and Tunnel End Point Identifier(s)) is sent from the new SGSN to the old SGSN.

At this point the SGSN starts a timer.

6. The SGSN instructs the source RNC that resources for the relocation are allocated in the target RNC via the RANAP “Relocation command” message containing transparent container, RNC IP address(es), and Tunnel End Point Identifier(s).

This is the end of the preparation phase.

No delay is introduced in phase 1.

	Resource reservation
	

	Uplink Delay
	0

	Downlink Delay
	0


Phase 2: hard handover and setup of packet forwarding
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7. The source RNC sends an RRC message to the UE “Handover command” (Physicall Channel reconfiguration) (UE information elements, CN information elements) indicating that it is a hard handover.

The UE information elements include among others new SRNC identity and S-RNTI, provided by the target RNC and the Target to source RNC transparent container. The CN information elements contain among others Location Area Identification and Routing Area Identification
The target RNC restarts the RLC connections.
At this time the break in transmission occurs for both uplink and downlink packets. No downlink packets are received at the UE; uplink packets are buffered at the UE.

8. The source RNC sends a RANAP “Forward SRNS context” message to the source SGSN. This message contains the sequence numbers for GTP and PDCP, uplink and downlink. (100 ms, RAN3)

9. The source SGSN forwards the information to the target SGSN via the GTP message “Forward SRNS context”. (100 ms, CN4)

10. The target SGSN then forwards the context to the target RNC via RANAP “Forward SRNS context”. (100 ms, RAN3)

After forwarding of SRNS contexts, forwarding of data starts from the source RNC to the target RNC via the Core Network.

Packets buffered at the old RNC resume flowing via the Core Network and target RNC.

During phase 2, there is a delay of 300 ms for both uplink and downlink packets.

	Hard handover
	

	Uplink Delay
	300

	Downlink Delay
	300


Phase 3: Packet forwarding
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11. When the target RNC detects the UE, it sends a RANAP “Relocation detect” to the target SGSN. This introduces 100 ms delay for the uplink packets. (RAN3)

Downlink packets are received but they are going from the GGSN to the source SGSN to the source SRNC, then forwarded from the source SRNC to the source SGSN, finally to the target SGSN and the target RNC.

This introduces a delay estimated at 5 ms for downlink packets.

At this point the target RNC switches the uplink connection towards the new Iu. 

Downlink data can not arrive from the new Iu because the GGSN has not been updated.

Upon reception of Relocation Detect message, the target SGSN may set the user plane to the target SRNC. 

12. When the RRC connection is established with the target RNC and necessary radio resources have been allocated, the UE sends the RRC “Handover complete” (Physical channel reconfiguration complete) message to the RNC. The RRC connection establishment takes 100 ms (RAN2). 

The uplink packets can then flow to the new RNC but they are buffered at the new RNC. 

Uplink packets buffered at the UE resume flowing to  the new RNC.

13. After a successful switch and resource allocation at the target RNC, the RNC sends a RANAP “Relocation complete” message to the target SGSN. This introduces a delay of 100 ms for uplink packets buffered at the new RNC. (RAN3)

In phase 3, there is a delay of 300 ms for uplink packets and of 5 ms for downlink packets.

	Packet forwarding
	

	Uplink Delay
	300

	Downlink Delay
	5


Phase 4: New GTP tunnels and release
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14. The new SGSN sends a GTP “Update PDP context request” message to the GGSN, with the SGSN tunnel endpoint identifier. (100 ms, CN4)

The GGSN establishes GTP points to the target SGSN (50 ms, CN4) and then establishes the GTP tunnel itself (50 ms, CN4).

This step introduces 200 ms delay for the uplink packets buffered at the new RNC.

15. The GGSN returns a GTP message “Update PDP context response” with the GGSN tunnel endpoint identifier.

At this point uplink packets buffered at the new RNC resume flowing to the GGSN.

Uplink packets buffered at the new RNC  resume flowing to  the new SGSN and GGSN.

Also, downlink packets are sent from the GGSN to the new SGSN.

So at this point the new RNC receives downlink packets from the new SGSN as well as from the old RNC. This will result either in the packet from the SGSN being buffered at the target RNC which will add more delay, or in packet loss. Packet loss is assumed here since it is a more appropriate option for real time. This means however that the target RNC needs to know that these packets are for real-time and therefore to ignore them rather than buffer them as it would do for a lossless relocation.

Three options are possible:

· buffer the packets at the SGSN (not recommended as it adds delay)

· packet loss (in which case the “lossless relocation” is not so lossless)

· definition of different behaviours for real-time and non real-time data (based on QoS parameters)

In any case, clarification is required in the standards as to how the real-time data will be handled at this point.

When the UE has finished the Physical Channel Reconfiguration procedure, the UE initiates the Routeing Area Update procedure (see 23.060).

Also, the HLR can be updated via the Update Location.

16. The new SGSN instructs the old SGSN that the relocation is complete via GTP message “Forward Relocation complete”.

17. When its timer expires (started in step 5), the old SGSN instructs the old RNC that the old Iu connection can be released, using the RANAP “Iu release command” message.

18. The SRNC sends the RANAP “Iu release complete” message back to the source SGSN.
During phase 4, a delay of 200 ms is introduced for uplink packets. Downlink packets have some delay because they are forwarded via the source RNC but this delay has already been counted in phase 2.

	New GTP and Release
	

	Uplink Delay
	200

	Downlink Delay
	0


· For the hard handover case, the release 99 mechanism introduces an estimated delay of 800 ms for uplink, and of 305 ms for downlink packets.

· To ensure delay is minimised with the packet forwarding mechanism, the behaviour at the target RNC when downlink packets arrive from 2 different places, needs to be clarified.

4. Conclusion

The conclusion is that if the above assumptions are correct, a 100ms delay will be introduced due to SRNS Relocation for uplink packets, and downlink packets will be delayed by 105 ms.

For the relocation of SRNS (hard handover) case, the uplink packets are delayed by 800 ms and the downlink packets by 305 ms.

Three results are found in this study of the release 99 mechanism:

· There is a difference in the delay for uplink and downlink packets

· There is an important delay (105 ms for streamlining, 800 ms for hard handovers) which will result in an unacceptable mute period

· How to optimise packet forwarding for minimising delay is not standardised; there are holes in the current packet forwarding description.

Here is a summary of the different phases where delay is introduced:

SRNS relocation (streamlining)

	Event
	Time Reference (secs) for uplink packets
	Time Reference (secs) for downlink packets
	3GPP group

	RNSAP: Relocation commit (source RNC => target RNC)
	0.00
	0.00
	

	RLC connection suspended. Uplink GTP packets are buffered at the SRNC. RLC connection re-established at the target RNC.
	0.10
	0.10
	RAN2

	Delay introduced for downlink packets during the packet forwarding
	0.10
	0.105
	RAN3 and CN4?

	RANAP: Relocation detect (target RNC => target SGSN)
	0.10
	0.105
	

	RANAP: Relocation complete (target RNC => target SGSN)
	0.10
	0.105
	

	Uplink packets buffered at the target RNC resume flowing to the SGSN and the GGSN
	0.10
	0.105
	

	GTP: Update PDP context request (new SGSN => GGSN)
	0.10
	0.105
	

	GTP tunnel points GGSN to target SGSN
	0.10
	0.105
	

	GTP tunnel established GGSN to target SGSN (Downlink packets can used direct route rather than packet forwarding route)
	0.10
	0.105
	

	GTP: Forward relocation complete
	0.10
	0.105
	


Hard handover

	Event
	Time Reference (secs) for uplink packets
	Time Reference (secs) for downlink packets
	3GPP group

	RRC: Handover command (source RNC => UE)
	0.00
	0.00
	

	RANAP: Forward SRNS context (source RNC => source SGSN)
	0.10
	0.10
	RAN3

	GTP: Forward SRNS context (source SGSN => target SGSN)
	0.20
	0.20
	CN4

	RANAP: Forward SRNS context (target SGSN => target RNC)
	0.30
	0.30
	RAN3

	Delay introduced for downlink packets during the packet forwarding
	0.30
	0.305
	RAN3 and CN4?

	RANAP: Relocation detect
	0.40
	0.305
	RAN3

	RRC: Handover complete
	0.50
	0.305
	RAN2

	RANAP: Relocation complete
	0.60
	0.305
	RAN3

	GTP: Update PDP context request (new SGSN => GGSN)
	0.70
	0.305
	CN4

	GTP tunnel points GGSN to target SGSN
	0.75
	0.305
	CN4

	GTP tunnel established GGSN to target SGSN (Uplink packets resume flowing from new RNC to new SGSN and GGSN)
	0.80
	0.305
	CN4

	GTP: Forward relocation complete
	0.80
	0.305
	


According to SA2’s liaison,  in the case that the current solution is not acceptable, then the bi-casting mechanism will be taken as their working assumption for release 00. Delay introduced in a bi-casting solution is studied in another contribution (Tdoc R3-001050).

It is proposed to send these results to SA2, RAN2 and CN4 in a liaison in response to the SA2 liaison.
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