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1	Introduction	
CB: # AIRAN1_Stage2
- Turn WA to agreement?
- Capture agreements to TS38.300?
(moderator - CMCC)
Summary of offline disc
This email discussion will comprise two phases:
· [bookmark: _Hlk96359134]Phase 1 Deadline: Thursday April 20th, 10pm UTC
· Phase 2 Deadline: Tuesday April 25th, 8am UTC
In the second phase, we will try to capture agreements to TS38.300.

2	For the Chairman’s Notes
2.1 2nd round 
For agreement: 
Proposal 1a: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated. 
Proposal 1b: Endorse the TP on TS38.300 in R3-232125.
Proposal 2: The requested prediction time is configured in the AI/ML INFORMATION REQUEST (FFS on the name) for one-time reporting. 
Requested prediction time: time in the future for which the prediction information is requested in the AI/ML INFORMATION REQUEST (FFS on the name). 
Proposal 3: For periodic reporting, the requested prediction time is explicitly signalled (e.g. by means of the reporting period).
To be continued:
FFS whether the Requested Prediction time consists of a time interval.
FFS whether validity time needs to be defined, e.g. as follows:
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid
Whether accuracy/confidence of an AI/ML prediction is sent over Xn along with the prediction.


2.2 1st round 
For agreement: 
Proposal 1: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.
Proposal 2: The requested prediction time and validity time are configured in the AI/ML INFORMATION REQUEST (FFS on the name), for one-time reporting. 
Requested prediction time: time duration of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node.

2nd round:
· For periodic reporting, discuss if requested prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).
· Discuss on the TP for TS38.300

To be continued: 
Whether accuracy/confidence of an AI/ML prediction is sent over Xn along with the prediction.
3 2nd Round Discussion
Discuss on following issues:
· Discuss on the TP for TS38.300
· For periodic reporting, discuss if requested prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).

3.1 TP for TS38.300
Q1: Does company agree the uploaded TP on 38.300? 
If any comments on this TP, please provide the comments here or update the TP in the draft folder directly.  
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	Yes, with corrections
	We do not need to list in the examples all the information we agreed so far. The following could be enough:

AI/ML Related Information, e.g., Predicted Resource Status, UE Performance are exchanged between NG-RAN nodes with data type agnostic procedures, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.

	Lenovo
	Yes
	The wording suggested by Nokia or Ericsson are fine to us

	Deutsche Telekom
	Yes, with comments
	Pure editorial: “AI/ML Related Information”   “AI/ML related information”.
On sentence “… which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.”: We would propose to change to “…feedback) is not indicated.” as St3 details should orientate to the agreed proposal 1.

	ZTE
	See comments
	The intended use of the data should not be indicated in the procedure, which is acceptable for us. 
In the 1st round discussion, one concern, we pointed out, is that if in the future, there is a type of information that can either be collected immediately or collected after a certain action, how can the requested NG-RAN node know the requirement from the requesting NG-RAN node? In order to resolve this issue, an indication may be needed.
Therefore, if the current WA does not limit this particular case, the proposal is acceptable for us.

	Nokia
	Yes
	With the provided updates to the TP. 

	Qualcomm
	Yes
	The rewording is fine with us.

	Huawei
	Yes, with comments
	We provided some additional content based on previous agreements that should also be reflected at Stage 2 level. Those agreements are both general (e.g. no NG impacts in Rel-18) and use case specific.

	InterDigital
	Yes
	

	LGE
	Yes, with comments
	For the last sentence in the TP, we propose to change it to words in TS 38.300 rather than using the agreement as it is:
Solutions for AI/ML information exchange over the NG interface are not considered supported in this release of the specification.

	CATT
	Yes, with one comment
	For mobility, we propose changing the word “i.e.” in “the AI/ML predictions – i.e., cell-based UE trajectory predictions” into “e.g.”, since we have not precluded delivering UE traffic predictions.

	Samsung
	Yes with comments
	Update the wordings. Please refer to the TP for details.
UE performance feedback is not just for LB use case, which is beneficial for all three use cases.

	CMCC
	Yes with comments
	Update the wordings. Please refer to the TP for details.



Summary of Q1:
Almost all companies agree on the TP with some modification.

3.2 Further check of proposals from 1st round discussion
During the 1st round discussion, following proposals are proposed for agreement: 
Proposal 1: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.
Proposal 2: The requested prediction time and validity time are configured in the AI/ML INFORMATION REQUEST (FFS on the name), for one-time reporting. 
Requested prediction time: time duration of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node.
Companies are invited to provide views on these proposals:
Q2: Does company agree above two proposals from 1st round discussion? 
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	In part, see comments
	Proposal 1 is ok
Proposal 2: We do not think the validity time should be part of the agreement. A prediction consists of the value of a metric at a certain time in the future. E.g. a weather forecast is issued for a specific time of the day in the future. A validity time is not part of the outcome of an inferred prediction. The prediction is of course valid until a new prediction is available. We anyhow suggest to further discuss the validity time.
We therefore suggest to change the proposal as follows:
Proposal 2: The requested prediction time and validity time are is configured in the AI/ML INFORMATION REQUEST (FFS on the name), for one-time reporting. It needs to be further discussed whether a prediction validity needs to be configured


The following definitions need to be also amended:

Requested prediction time: time duration in the future for which the of the requesting prediction information is requested in the AI/ML INFORMATION REQUEST (FFS on the name)., e.g. start time plus end time. It needs to be further discussed whether the Requested Prediction time consists of a time interval.

The above amendments are because, again, a prediction is given for a specific point in time in the future, (think of the weather forecast example). We suggest to further discuss whether the prediction time can be a time interval.
Based on the above, we propose to have the proposal below as “To be continued”:

To be continued whether validity time needs to be defined, e.g. as follows:
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node.


	Lenovo
	Partially
	P1 is ok.
P2, comments as below
About requested prediction time, we suggest the following modification of the definition:
· time duration that the prediction information is requested to be predicted for

About validity time, the current definition implies it is related to the confidence/accuracy of the requested prediction, e.g., the requested prediction for one hour later should be considered valid within 20mins after receiving the prediction result. We prefer to discuss this in the next meeting together with confidence/accuracy discussion. 
For this meeting, we can first agree the requested prediction time can be conveyed as defined above.  

	Deutsche Telekom
	P1: ok
P2: Need for clarification/change
	For P2, there is a contradiction between the proposal text and the definition for validity time in the original proposal:
P2 text says that validity time is configured in AI/ML INFORMATION REQUEST message (meaning: request for validity time as feedback?), but the definition is related to an entry in AI/ML INFORMATION UPDATE message.
We are ok to discuss details of validity time in next meeting. 
For the definition of Requested Prediction Time, Ericsson’s proposal is fine for us.

	ZTE
	P1: Same comments above.
P2: Agree the requested prediction time first in this meeting.
	We think the validity time is highly related to the predicted information reported from the requested NG-RAN node, namely, it should be reported together with the predicted information via the Update message if needed. We prefer not configure the “validity time” in the request message since if we configure the time window information in the request message, it implies the “validity time”.
We suggest to use the definition of the requested prediction time from Lenovo, if we only consider this information can be used for predicted information.
In addition, I see, during the CB#AIRAN2_LB, some companies, including us, mentioned that the time duration information can be used for other measurements, not only for the predicted information. Hence, I propose to modification of the definition, so that this IE can be reused in the future: 
· Requested timing information: time duration that the information is requested to be reported, e.g., start time, and duration
Suggest to add FFS “FFS on whether the time window information in the request message can be used for other measurements.”

	Nokia
	P1: OK
P2: OK with some updates on the definitions 
	We support proposal 2 with some updates in the definitions of prediction time and validity time:
Requested prediction time: time instant or time duration of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.

Validity time: time period within which the requested prediction information in the AI/ML INFORMATION REQUEST UPDATE (FFS on the name) is considered valid., hence the AI/ML prediction can be used by the requesting NG-RAN node.


	Qualcomm
	P1 and P2 already agreed in first round
	P1 and P2 was already agreed in the first round and captured as proposals by moderator. 
For P2 companies have agreed in first round that both validity time and requested prediction time is needed for one shot reporting. 
The open issue was for Periodic reporting which is discussed in Q3.
Both P1 and P2 are agreeable for us.
Just a small rewording as below – 
Requested prediction time: time duration of the requesting requested predictioned information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node.


	Huawei
	P1: OK
P2: see comments
	We are fine with the rewording proposed by Nokia for the Requested prediction time, as it does not rule-out the possibility to configure it as a time interval which was our original intention (see R3-231823).
For the Validity time we are also ok with the Nokia proposal, which also resolves the contradiction highlighted by Deutsche Telekom.

	InterDigital
	P1 Ok
P2: see comments
	Agree with the rewording of requested prediction time by Ericsson, can live with Nokia’s rewording, 
Agree with Ericsson’s rewording of proposal 2 and which to further discuss validity time next meeting. 

	LGE
	P1: OK
P2: see comments
	We are acceptable to change the Requested prediction time by Ericsson. For the validity time, we are okay with discussing the details of the validity time in the next meeting.

	CATT
	P1 Ok
P2: see comments
	[bookmark: OLE_LINK22][bookmark: OLE_LINK23]For P2, we are OK to agree on requested prediction time this meeting with the rewording from E///.
For validity time, we now also have some doubt on whether validity time is needed or not. From our point of view, if one node makes some prediction for one specific time duration, this predicted information is always valid before the end of the request prediction time. Of course, the prediction may be not useful if it is provided too late, but still it does not mean this information is not valid.Perfer to discuss next meeting

	Samsung
	P1: OK
P2: see comments
	For P2, we’d better to have common understanding of what are prediction time and validity time firstly.
Regarding to our understanding, the prediction time is the time for which time period the prediction information is requested. For example, the requesting node requests the requested node to provide the prediction information regarding to 11:00 to 12:00. The validity time is for which time period for each reporting results is valid.  For example, the validity time is 5 min. The reported results at 11:00 is valid in 11:05.

	CMCC
	P1: OK
P2: see comments
	We are acceptable to change the Requested prediction time by Ericsson. For the validity time, we are okay with discussing the details of the validity time in the next meeting since companies have different understanding on the definition.



Summary of Q2:
All companies agree P1, so:
Proposal 1: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.
As for P2, it seems that majority companies are fine with Ericsson’s wording on the requested prediction time with some minor modification, and further discussion is needed for the validity time since companies have different understanding on the definition.
Proposal 2: The requested prediction time is configured in the AI/ML INFORMATION REQUEST (FFS on the name), for one-time reporting. 
Requested prediction time: time in the future for which the prediction information is requested in the AI/ML INFORMATION REQUEST (FFS on the name). 
FFS whether the Requested Prediction time consists of a time interval.
FFS whether validity time needs to be defined, e.g. as follows:
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid


Furthermore, no consensus achieved on following issues in the 1st round discussion, and companies are invited to provide views on:
· For periodic reporting, discuss if requested prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).

Q3: For periodic reporting, requested prediction time and validity time are explicitly or implicitly signalled?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	Implicit, by means of reporting period
	For periodic predictions the period of the prediction marks the prediction time. Namely, if a prediction is asked at T0 with period == 10 seconds, the expiration of the 10 seconds is when the prediction is asked for. Namely the first prediction signalled is valid at T0 + 10s. the second prediction will be valid at T0 + 20s and it will replace the old prediction. Hence, after the first prediction is received at the requesting node, the requesting node knows with certainty all the future prediction times, which are every 10s.  Hence there is no need to signal a validity time because a prediction will be renewed periodically

	Lenovo
	Explicitly for requested prediction time
	We believe it is beneficial to convey requested prediction time for the first time of periodic reporting. We believe it is something different than the periodicity. The requested prediction time for subsequent periodic report can be implicitly deduced from requested prediction time + the number of periodicities. 
For example, with periodicity of 10mins and requested prediction time for the first time reporting is about 1hr later, then the periodically reported prediction in sequence should contain:
· 1st report: prediction for 1hr later
· 2nd report: prediction for 1hr+10mins later
· 3rd report: prediction for 1hr+20mins later
· …

Validity time can be discussed in the next meeting

	Deutsche Telekom
	Explicitly
	We should have the same approach for both one shot and periodic reporting.

	ZTE
	Explicitly for requested prediction time
	Share same view as Lenovo.

	Nokia
	Explicitly
	It is preferrable to use a common way to indicate timing information for one-shot and periodic reporting. If the requested prediction time t is explicitly indicated in the request message for periodic reporting also, then subsequent requested times could be determined (implicitly) through the period T (i.e., t+ T, t+ 2T,…).
Regarding validity time, we think that it needs to be provided explicitly also for periodic reporting. Validity time is not necessarily the same as reporting periodicity  and we think we should not try to correlate validity time (ML Model parameter) with periodicity (reporting procedure parameter). For the sake of progress, validity time can also be discussed in the next meeting.

	Qualcomm
	Explicitly for requested prediction time
No strong view for validity time
	Agree with DT.
Moreover for periodic reporting, the reporting node cannot send data for an infinite period. Hence an indication is needed on when to stop reporting.
On the validity time, we are fine if the reporting periodicity is considered as validity time internally OR
Have an explicit indication of the validity time. In either case, it should be clearly specified on when the validity time is over for predicted data.
We have a slight preference towards the explicit indication of validity time to keep in common with one shot reporting.

	Huawei
	Explicitly
	We should aim for a unified solution that allows to deal with both one-time and periodic reporting.
We think that for periodic reporting it needs to be discussed how reporting periodicity relates with the validity time of the predictions:
 - if the reporting periodicity is shorter than the validity time of the prediction, then the prediction can be considered as valid by default, i.e. the validity time does not need to be indicated
 - but how to deal with the opposite case, i.e., the reporting periodicity is greater than the validity time of the prediction? In our paper we suggested some solutions, e.g. 1) indicate failure of the procedure, 2) introduce a time list of prediction information in the UPDATE message, 3) provide some kind of “processed” prediction information in the UPDATE message such as an average of multiple groups of data over the reporting periodicity

	InterDigital
	Implicitly 
	Huawei points out one of the issues with validity time – if the validity time is shorter than the periodicity of the measurement. As an example, if the measurement is given every 10s but is only valid for 4s then the model will have good information for 4s and then not have any for 6s How does this made the inference consistent? If the validity time is 4s then the periodicity of the measurement should be 4s or less. 

	CATT
	Explicitly
	It’s clean to reuse the same IE(s) as the case for one-shot.
Nevertheless, we can discuss whether the periodicity can be indicated implicitly.

	Samsung
	Explicitly
	Same understanding with Lenovo.

	CMCC
	Explicitly
	We think unified solution for both one-time and periodic reporting is better.



Summary of Q3:
9/11 companies prefer to explicitly signalled the requested prediction time for periodic reporting, and ffs for validity time.
Proposal 3: For periodic reporting, the requested prediction time is explicitly signalled (e.g. by means of the reporting period).

4 1st Round Discussion
As per the guidance from the chair, the first round of the CB will be structed as follows:
· Discuss on whether to turn following WA in last RAN3#119 meeting to be agreement:
WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
· Discuss on further clarification on the WA
· Other open issues

4.1 Turn WA to agreement
In last RAN3 meeting, following WA is achieved:
WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
Some companies think the current WA is not clear enough to reflect the actual intention. In [1], it is proposed to reformulate the WA to state that:
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the requested data shall not be indicated in the procedure.

In [2], similar clarification on the WA is provided as follows:
Proposal 1: The procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” in the sense that the purpose for which data is requested (e.g., input, output, feedback) shall not be indicated.

Q1: Companies are invited to provide views on whether to agree on above clarification on the WA (i.e., the intended use of the requested data is not indicated in the procedure)?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	Yes
	A combination of the two could be as follows:
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the requested data (e.g., input, output, feedback) at the requesting node shall not be indicated

	Lenovo
	Yes, with comment
	We suppose it applies to not only “for which data is requested”, but also to “for which data is sent”, given the procedures includes request/response/update. 
We can simply say,
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the requested data shall not be indicated in the procedure.

	Intel
	Yes
	Lenovo’s update looks good to us.

	Nokia
	Yes
	We are ok with Lenovo’s update with a further small change: 
“Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.” 

	CATT
	Yes
	

	China Telecom
	Yes
	We also agree with Nokia’s view.

	Samsung
	Yes
	Fine for Nokia’s wording. It is better to indicate what is the data type (input, output, feedback) here.

	Huawei
	Yes
	We prefer Lenovo’s wording, i.e., not to mention the “(e.g., input, output, feedback)”. But if the majority is fine with Nokia’s version we are also OK

	Qualcomm
	No strong view
	The intent of the WA is understood. 
If majority of companies prefer to clarify the WA, we are fine with it.

	Deutsche Telekom
	Yes
	Fine with Nokia’s version as the terms in the parenthesis explain what data are meant in the WA.

	ZTE
	See comments
	According to the WA, the intended use of the data should not be indicated in the procedure, which is acceptable for us. However, we have one concern that needs clarification. If in the future, there is a type of information that can either be collected immediately or collected after a certain action, how can the requested NG-RAN node know the requirement from the requesting NG-RAN node? In order to resolve this issue, an indication may be needed.
Therefore, if the current WA does not limit this particular case, then it is acceptable for us.

	InterDigital
	Yes
	Ok with Nokia or Lenovo 

	CMCC
	Yes
	Ok with Nokia. 

	LGE
	Yes
	We prefer Lenovo’s wording considering ZTE’s concern.

	Orange
	Yes
	OK with Nokia’s version



Summary of Q1:
It seems that almost all companies are fine with Nokia’s version. Therefore, the WA is clarified as:
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.
 
Q2: Companies are invited to provide views on whether to agree to turn the WA to agreement? If yes, whether to capture the clarification in Q1 into agreement?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	Yes
	

	Lenovo
	Yes
	

	Intel
	Yes
	

	Nokia
	Yes
	

	CATT
	Yes
	

	China Telecom
	Yes
	

	Samsung
	Yes
	

	Huawei
	Yes
	It should also be captured in the 38.300 BLCR

	Qualcomm
	No strong view
	

	Deutsche Telekom
	Yes
	

	ZTE
	Same comments in Q1
	

	InterDigital
	Yes
	

	CMCC
	Yes
	

	LGE
	Yes
	

	Orange
	Yes
	



Summary of Q2:
Almost all companies agree to turn the rewording WA into agreement. It is proposed that:
Proposal 1: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.

4.2 Open issues
In [5], other open issues such as the accuracy/confidence of an AI/ML prediction, requested time and validity time of AI/ML information, are discussed and following proposals are provided:
Proposal 1: Accuracy/confidence of an AI/ML prediction is not sent over Xn along with the prediction itself.
Proposal 2: The requested time and validity time should be configured in the AI/ML INFORMATION REQUEST (FFS on the name) in the case of one-time reporting.
Q3: Companies are invited to provide views on whether to agree on above proposals?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	See comments
	We agree on Proposal 1. Accuracy can only be achieved at model testing as an average for the model testing inputs. A model cannot derive the actual accuracy of an inferred output. Such accuracy would be in itself a prediction. Hence, there is no value in sending the “accuracy”. There would actually be drawbacks in sending “accuracy” with the prediction. For example, the model accuracy could be good, but if the model receives inputs different from those used at model testing, the accuracy could be totally different from the one calculated at testing.

We agree on Proposal 2, but we believe that only the prediction time needs to be signalled. A prediction is carried out for a specific time into the future, hence the essential information to know is what such time is. For simplicity, we propose that such time is configured, e.g. it is a fixed time. 

	Lenovo
	1) No
2) Partially
	1) For accuracy/confidence information about the prediction, we give our analysis in paper R3-231433. In short, we believe it is useful for the prediction receiver to understand the likelihood a prediction will be true. In a reasonable RAN implementation, It will impact how a RAN node weights the prediction result when use it for a RAN decision. 
2) The definition of validity time and requested time given in [5] is as following:
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node.
· Can I understand when it says a prediction “is considered valid” means the accuracy/confidence of the prediction is good enough? Isn’t it implying some accuracy/confidence information?
[Huawei] it means that the provided information can be used by gNB for its own evaluations; our assumption is that if a prediction is provided then there is inherently the confidence that such information can be used, otherwise we prefer not to provide the prediction at all if the node sending the prediction already knows that such info has low accuracy 
Requested time: time duration of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.
· Maybe first RAN3 needs to agree what is a validity time, in our paper R3-231433, we consider Validity Time as how it is defined in [5] for Requested Time. And we believe, it is applicable to not only one-time reporting but also periodic reporting.  Note that the validity time of a prediction is different than the period configured for the periodic reporting. 

	Intel
	1) No, see comment
2) see comment
	For 1), we also believe accuracy level/confidence level is beneficial. For the predicted data received from a neighbouring NG-RAN node, it is important for the receiving NG-RAN node to know whether the predicted data can be trusted or not, i.e. the confidence level. If the confidence level of the predicted data is low, the NG-RAN node may be better not to use such information for model inference or model training. Alternatively, the NG-RAN node may also take the confidence level as the weight of using the predicted data for the corresponding AI/ML algorithm. 
For 2), to avoid ambiguity, since here we are discussing validity of the data, “validity duration” and “validity time” could be used, where the “validity duration” means the time period within which the data is valid as soon as the data is arrived, the validity time refers to the accurate time of when the data will be valid by knowing the start time and end time. Except including this information in Request message, we think the response message could also include the validity duration and validity time, in case the requested node may provide a subset of the requested validity duration based on its model implementation and accuracy. 

	Nokia
	Yes but
	In our view, a node requesting a prediction needs to know some information about the prediction that can be provided by a neighbour. If the prediction is needed as an input to another ML Model and it is poor, it can negatively impact the model’s performance. Namely if a prediction is requested at a certain time, a requesting node needs to know a level of confidence of this information. Indeed, it is very hard to monitor model accuracy but some information on the quality of the prediction can be provided through a confidence level. This can be provided as an error margin e.g., x% of the average (predicted value). 
But we do not think that the responding node needs to report accuracy or confidence information together with the prediction as long as it meets a minimum confidence (error margin) that the requesting node needs. The reporting node could internally use different techniques to maintain (or even exceed) the requested confidence but these would be up to the node’s implementation and the requesting node doesn’t need to know the actual values as long as they meet a minimum quality.
On proposal 2, we think that the requested time and validity time need to be provided not only for one-time reporting, but also for periodic reporting. For periodic reporting, the subsequent requested times could be determined through the period T (i.e., t+ T, t+ 2T,…). If no validity time is indicated, it would mean that a prediction is only valid for the prediction time. Validity time gives a different angle to a prediction in that the requested information is meaningful not only for a specific time but over an interval of validity. We see value in that in the sense that a node receiving the prediction may utilize it over longer periods of time. We illustrate our understanding through an example below:
[image: Shape

Description automatically generated with medium confidence]


	CATT
	1) No
2) Partly
	For P2, We understand the intention of Nokia, however, from our point of view, it seems there is no need for a separate “requested time”. The t in Nokia’s figure is also when the request message is sent.
Then, for simplicity, we think the validity time and prediction period could be the same at least in this release. Otherwise, there maybe some time period during which there is no prediction data available as showed in Nokia’s example.   

	China Telecom
	1) Agree
2) See comments
	We also submitted a todc R3-231515 to discuss the validity time and prediction accuracy related issues. For P1, we think the accuracy/confidence of the AI model can be calculated on the testing date set but cannot reflect the effectiveness of the AI model in actual deployed scenario, because the actual data is not the same as the data set. If the network has deployed an AI model, then it can be considered that the accuracy of the AI model is sufficient.
For P2, we think the requested time should be included in the AI/ML INFORMATION REQUEST (FFS on the name) both for one-time and periodic reporting, and the validity time of the prediction information can be deduced from the requested time information provided in the request message, there is no need to explicitly indicate the validity time towards the requesting node.

	Samsung
	1) No
2) Yes, or it can be discussed case by case
	Accuracy can give the reference for receivers about how to use the prediction information. For example, the receiver can use the high-accuracy information to make the decision directly, while for low-accuracy information, the receiver can just take it as the reference. The accuracy can be obtained in testing stage. And it can be regarded as the feature of the this model. Due to the model may change, e.g. fine-tuning to adjust model, the accuracy is not a static value, so the current accuracy of the model can be sent to the requesting node along with the prediction information.
For the validity time, it is useful for the prediction information. The node needs to know when the prediction information is valid, such as 3min later. It can not be derived from the reporting periodicity. The reporting periodicity is x seconds. So the prediction information is sent at time 0, 0+x, 0+2x, 0+3x,… And the validity time is y seconds to z seconds after sending. Thus, the validity time of prediction info sending at time 0 is y to z; validity time of prediction info sending at time 0+x is x+y to x+z. There is no direct relation of reporting periodicity and validity time. Hence, the node needs to send the prediction information with validity time in both periodical and one-time reporting. Or it can be discussed case by case.

	Huawei
	Yes, for both the proposals
	We – as proponents of the proposals under discussion under Q3 – believe that it is not useful to provide the prediction’s accuracy/confidence (along with the prediction) since accuracy is not a deterministic information by default but a prediction itself. Moreover, it is not clear to us which could be the behavior of the receiving NG-RAN node when it is provided with such kind of information, will it trust the prediction or not? Eventually, the prediction accuracy can only be calculated by comparing the prediction with the ground truth in the prediction time. However, the prediction information needs to be transferred over Xn before the requested node obtains the ground truth. But there could also be other means to evaluate an AI/ML prediction’s accuracy, e.g. via the UE performance feedback or via other use case specific means.
For P2, because the requested node reports only once, the requesting node needs to explicitly indicate the requested time of the valid prediction information, that is, it may be considered that the requested time has the same meaning with the validity time.
We should also discuss the case of periodic reporting: how to indicate the requested time and how to how to solve the problem that the reporting periodicity is different (i.e. shorter or longer) from the validity time of the prediction information.

	Qualcomm
	1) No
2) Yes
	We think it is very hard for the predicting node to achieve high accuracy due to feedback data unavailability, or model change or input parameter change etc. If the predicting node knows that accuracy of the predicted data is not upto the mark, then predicting node shall decide not to send the predicted data and send the predicted data only when the prediction accuracy is high.

On P2, the validity time can be different for periodic reporting or one shot reporting.
In case of periodic reporting the validity of the predicted data can be applicable until the next update or upto a certain validity time as per Nokia’s comments. In case of one shot reporting, the prediction validity is a must. 
Irrespective of whether we introduce Ies to provide validity time or preconfigure the validity time, can we at least have an agreement in this meeting that validity time is needed for both periodic and one shot reporting? We can discuss the stage 3 aspects once we have this agreement.

	Deutsche Telekom
	1) Depends
2) Yes
	On P1: Having accuracy/confidence information about prediction data would definitely help the receiving RAN node in its decision process, but as stated by some companies, it is hard to get actual accuracy/confidence values if input data sets for predicting node are different to training data. But do we assume homogeneous model deployment resulting in same accuracy/confidence levels across neighbouring nodes? If not, we should think about how such info can be provided: via Xn or e.g. via OAM taking care of training results? Please consider that models may be exchanged and/or updated during online training.
On P2: We think to have a common approach for one shot and periodic reporting both time info should be included.

	ZTE
	Agree 1) 
Agree 2) but …
	For P1, accuracy is an important piece of information that is highly relevant to AI/ML models. However, different models may have different evaluation methods to calculate accuracy, and it is not always represented as a value from 0 to 100.  Additionally, the predicted information is generated by the NG-RAN node that is being requested, and it is up to that node to decide whether the predicted information is good enough to be sent back to the requesting NG-RAN node. Given these factors, we don't believe it is necessary to transfer accuracy information along with the predicted information.
Moving on to P2, we believe that the requested time and validity time can be configured for predicted information as well as other measurements. For predicted information, the requesting NG-RAN node can inform the requested NG-RAN node of the required validity time for the prediction information. For other types of measurements, such as feedback information, the requesting NG-RAN node also needs to know the time window for collecting the measurement. 
Furthermore, we think that timing information can be used not only for one-time reporting but also for periodic reporting. In the case of periodic reporting, the timing information should be configured to include the periodicity of the report.

	InterDigital
	Agree 1,
See comments for 2
	
For 2 we agree with Ericsson

	CMCC
	1) Depends
2) Yes
	For P1, we see some benefits to provide the accuracy information to the requesting node, but as some companies commented, it is hard to get actual accuracy/confidence values if input data sets for predicting node are different to training data. So, it depends on whether practical to define a unified evaluation method to calculate accuracy.
For P2, the requested time and validity time could be configured for both one-time reporting and periodical reporting.

	LGE
	1) Yes
	For P1, we have a similar view as Nokia.

	Orange
	For P1: No
See comments for P2
	for P1, we believe that accuracy/confidence information about prediction data would be beneficial for the receiving RAN node to take a decision

Proposal 2 should be modified to allow the requested time and validity time to be configured in the AI/ML INFORMATION REQUEST (FFS on the name) for both periodic reporting and in the case of one-time reporting.



Summary of Q3:
For P1, company views are split half by half.
P2 is supported by majority companies, where some companies think the requested time is clarified as requested prediction time. Furthermore, some companies deem that the requested time and validity time could be configured for both one-time reporting and periodical reporting.
Proposal 2: The requested prediction time and validity time are configured in the AI/ML INFORMATION REQUEST (FFS on the name), for one-time reporting. 
For periodical reporting, it needs to be further discussed if prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).
Requested prediction time: time duration of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node.
FFS whether accuracy/confidence of an AI/ML prediction is sent over Xn along with the prediction.
4.3 LS to SA5
In [4], it is observed that for the scenario where AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB, performance feedback info should be provided to OAM, so that OAM could take further actions accordingly, thus it is proposed that an LS should be sent to SA5 from RAN3 to make them aware of the RAN3 agreements.
Proposal: Agree to send an LS to SA5 to make them aware of the RAN3 agreements on performance feedback info.
Q4: Companies are invited to provide views on whether to send an LS to SA5 to make them aware of the RAN3 agreements on performance feedback info?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Ericsson
	No
	The work on AI/ML is still ongoing and RAN3 has not converged on all the information involved to support the use cases. We believe that an LS may be needed when the work is near completion.

	Lenovo
	Later
	Agree with Ericsson. 

	Intel
	No
	We could send LS to SA5 when all the related input/output/performance feedback stage-3 becomes clearer. 

	Nokia
	No
	We think that we need to make some further progress in RAN3 before we send an LS to SA5.

	CATT
	No
	

	China Telecom
	No 
	No need to send LS to SA5 at this stage. 

	Samsung
	Not now
	The LS can be sent later when enough progress is achieved.

	Huawei
	Yes
	We think it is beneficial for make SA5 aware of our agreements so far, so that we would be able to have some kind of guidance or suggestions for those training-related aspects that may impact OAM (there is a draft in the Annex-1 of our paper in [5])

	Qualcomm
	No 
	RAN3 can wait for more progress in the WI.

	Deutsche Telekom
	Perhaps
	In principle, we share Huawei’s view, but there is a need for further progress in RAN3. A LS to SA5 should be sent at least at the next meeting.

	ZTE
	Not now
	Current progress in RAN3 is premature. It is necessary to send LS to SA5 when we are finishing the WI.

	InterDigital
	Not now
	

	CMCC
	Maybe later
	

	LGE
	No
	

	Orange
	Not yet
	Further progress is needed in RAN3 before asking precise guidance from SA5



Summary of Q4:
Majority companies deem that it is a bit early to send LS to SA5. The LS can be sent later when enough progress is achieved in RAN3.
Proposal 3: Do not send LS to SA5 at this stage.
5	Conclusion, Recommendations
To be edited, if needed.
6	Reference
[1] R3-231615 (TP for AI/ML BLCR to TS38.300) Characteristics of the procedures for exchanging AI/ML-related information (Ericsson, InterDigital)
[2] R3-231655 (TP for TS 38.300) AI/ML General Aspects (Nokia, Nokia Shanghai Bell, Orange)
[3] R3-231797 (TP for AIML BLCR to TS38.300) Stage 2 updates on the new procedures of AIML for RAN (CMCC, CATT)
[4] R3-231822 (TP for AI&ML BLCR for TS 38.300) Further discussions on common issues and Stage 2 updates on the introduction of RAN AI/ML (Huawei)
[5] R3-231823 Further discussions on remaining common open isses for the introduction of RAN AIML (Huawei)
[6] R3-231841 (TP to BLCR for 38.300) Further discussion on AIML RAN function (ZTE)	
Orange Restricted

1Orange Restricted


1

image1.png
One shot reporting

Prediction is valid during validity time T
Prediction at time t

t t+r time

Prediction is valid during validity time T
| '/I | / | |\ |
1 10 1

I
/t t+T +T 4T +71 t+2T 42T +71  time

Periodic reporting

Prediction attimet  Prediction attime t +T  Prediction at time t + 2T






1


 


 


3GPP TSG


-


RAN WG


3


 


Meeting #1


1


9b


is


-


e


 


R


3


-


2


3


2122


 


Online


,


 


17


th


 


–


 


26


th


 


April 2023


 


 


Agenda Item:


 


1


2


.


2.


1


 


Source:


 


CMCC


 


(


moderator


)


 


Title:


 


                   


Summary of


 


CB: # 


AIRAN1_


Stage2


 


Document for:


 


Discussion and 


Decision


 


1


 


Introduction


 


 


CB: # AIRAN1_Stage2


 


-


 


Turn WA to agreement?


 


-


 


Capture agreements to TS38.300?


 


(moderator 


-


 


CMCC)


 


S


ummary of offline disc


 


This email discussion will comprise two phases:


 


·


 


Phase 1 Deadline: 


Thursday


 


April


 


20


th


, 


10pm


 


UTC


 


·


 


Phase 2 Deadline: 


Tuesday


 


April


 


2


5


th


, 


8


am UTC


 


In the second phase, we will try to 


capture agreements to TS38.300.


 


 


2


 


For the Chairman’s Notes


 


2.1 


2


nd


 


round 


 


F


or agreement: 


 


P


roposal 1


a


: 


Procedures used for AI/ML support in the 


NG


-


RAN shall be “data type agnostic”


, 


which 


means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.


 


 


P


roposal 1


b


:


 


Endorse the TP 


on 


TS


38.300


 


in 


R3


-


232125


.


 


Proposal 2: The requ


ested


 


prediction


 


time 


is 


configured in the AI/ML INFORMATION REQUEST (FFS on 


the name)


 


for


 


one


-


time reporting.


 


 




1     3GPP TSG - RAN WG 3   Meeting #1 1 9b is - e   R 3 - 2 3 2122   Online ,   17 th   –   26 th   April 2023     Agenda Item:   1 2 . 2. 1   Source:   CMCC   ( moderator )   Title:                       Summary of   CB: #  AIRAN1_ Stage2   Document for:   Discussion and  Decision   1   Introduction     CB: # AIRAN1_Stage2   -   Turn WA to agreement?   -   Capture agreements to TS38.300?   (moderator  -   CMCC)   S ummary of offline disc   This email discussion will comprise two phases:      Phase 1 Deadline:  Thursday   April   20 th ,  10pm   UTC      Phase 2 Deadline:  Tuesday   April   2 5 th ,  8 am UTC   In the second phase, we will try to  capture agreements to TS38.300.     2   For the Chairman’s Notes   2.1  2 nd   round    F or agreement:    P roposal 1 a :  Procedures used for AI/ML support in the  NG - RAN shall be “data type agnostic” ,  which  means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.     P roposal 1 b :   Endorse the TP  on  TS 38.300   in  R3 - 232125 .   Proposal 2: The requ ested   prediction   time  is  configured in the AI/ML INFORMATION REQUEST (FFS on  the name)   for   one - time reporting.    

