[bookmark: _Toc193024528]3GPP TSG-RAN3 #119-bis-e	R3-231617
17th – 26th April 2023
Online

Title: 	AI-ML Network Energy Saving
Source: 	Ericsson
Agenda item: 	12.2.2.3
Document Type:	Discussion and Decision
1. [bookmark: _Ref129970167]Introduction
Definition and signaling aspects of a new “Energy Cost” metric for AI-ML Network Energy Saving was discussed during RAN3#119 and the following agreements and were captured:
Introduce the metric of Energy Cost (EC) as the AI/ML metric to be shared over the Xn interface among gNBs. 
Adopt the below Option-3a and exchange Energy Cost (EC) upon request over the Xn interface.
[bookmark: _Hlk129785449][bookmark: _Hlk129848787]The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred energy consumption related to an additional load or an actual energy consumption value from a neighboring node for either additional load or current load. The details to be further discussed. EC is a value at gNB level. 

The SoD in [1] also captures some important topics marked as “to be continued”, which are worth discussing to define a complete solution. Those open points are listed below:

Further discuss how to encode the EC, including the exact criteria and rules of normalization of the EC metric.
Further discuss whether SA5 may be required to provide their recommendation on how to perform normalization at the network level in a multi-vendor environment from the perspective of the OAM.
Further discuss how to define Additional Load in the EC definition at the next meeting.
Further discuss the transfer method of the EC metric at the next meeting.
Further discuss the signaling flow for the exchange of the EC over the Xn interface, considering also the relation to the provisioning of the "Additional Load" information by a source node.
Further discuss the feasibility of a cell-level EE metric at the next meeting.
In this paper we discuss the new Energy Cost (EC) concept, including the definition, granularity, and encoding of the EC metric, the procedures for signaling EC, and the other open issues.
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Definition and encoding of the Energy Cost metric
The following discussion is divided into two sections. In Section 2.1 we discuss the definition of the Energy Cost metric as well as the concept of “Additional Load” in more general terms. In Section 2.2 we go into details on the exact encoding of Energy Cost when signalled between NG-RAN nodes. 
Finally, we discuss the detailed procedures for exchanging Energy Cost values between NG-RAN nodes in Section 3 and present a possible implementation for a signaling message in Section 4.
2.1. [bookmark: _Ref130279628]Definition of the Energy Cost metric
According to the latest agreements, the Energy Cost (EC) metric exchanged between NG-RAN nodes is an actual or an inferred energy consumption of a gNB. The EC indicates the current or the predicted energy consumption of the gNB as a cost. Current EC is derived from the energy levels measured at the gNB over a past time period. Predicted EC is of the same nature but refers to a future time period.
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred energy consumption related to an additional load or an actual energy consumption value from a neighboring node for either additional load or current load. The details to be further discussed. EC is a value at gNB level. 

In the agreement above it is mentioned that the EC can be “an inferred energy consumption related to an additional load”. There are two ways to interpret this part of the agreement:
1) The predicted EC consists of the total node level EC the NG-RAN node would have if the additional load was added to its current load.
2) The predicted EC consists of the EC delta due to serving the additional load, i.e. this would be the EC increase (not the total) at the NG-RAN node assuming that its load increased purely of the additional load.

We believe that the first option is the most appropriate because it is based on an AI-ML model that can estimate the NG-RAN node´s EC based on the NG-RAN node’s current status plus the new additional load. Such model is in line with the energy saving predictions RAN3 has discussed so far, where a node predicts its total per node energy status in function of foreseen incoming/outgoing load.
The second interpretation requires a special model that is able to estimate the energy cost for serving a specific amount of load, as opposed to estimation of the node level energy cost assuming that the node serves an additional load. The main issue with this approach is that there are no actual measurements that can validate whether the prediction was good or not. Namely, there are no measurements that can tell the portion of energy needed to serve a sub-set of the served load. This is a critical problem because any feedback to an AI-ML process needs to be based on reliable measurements. Failure to have reliable and actual measurements leads to further prediction errors.
Another reason why the EC cannot easily be broken down into fractions like the EC for a subset of UEs or traffic load is that the energy consumed in a gNB for transmitting essential reference signals and system information, e.g., SSB and SIB1, is used to serve all UEs in all RRC states. Hence it is unclear how to determine the portion of energy needed to signal common channels for a subset of UEs. 
Breaking down the EC into a predicted EC portion to serve only some of the UEs may result to be misleading. As an example we take two groups of UEs, consuming the same amount of data:
Group 1: consists of a single UE on a voice service consuming a very small data volume but that transmits/receives a speech frame every 20ms
Group 2: consists of a single UE on a MBB service that consumes overall the same amount of traffic as the voice service in Group 1, but that only receives a burst of data every few seconds. 
In Group 1, the voice user’s frequent activity prevents the gNB from going into deeper sleep modes, which consumes significantly less energy. Namely, it causes the gNB to have a higher energy consumption. 
On the contrary, in Group2, the data volume consumed is the same but the nature of the MBB service implies that the serving gNB can use deep sleep modes and save a lot more energy. 
The above example therefore proves that predicting an energy consumption per subset of UEs leads to large margins of prediction errors and as already said, such predictions cannot be validated with actual measurements.

For this reason, the following is proposed:
Proposal 1: The inferred energy consumption related to an additional load consists of the node level predicted EC the NG-RAN node would have if the additional load was added to its current load.

Further discussions regarding the exact encoding of the EC metric are discussed in Section 2.2.

A related open issue concerns the concept of “Additional Load”, which applies to offloading actions between gNBs aiming at achieving an overall energy saving gain, and was captured in [1] as follows:
Further discuss how to define Additional Load in the EC definition at the next meeting.
[bookmark: _Hlk129964611]Figure 1 illustrates the basic principle of exchanging a predicted Energy Cost assuming an Additional Load will be transferred from one NG-RAN node to another. In a first step NG-RAN node 1 requests NG-RAN node 2 to predict the Energy Cost at node 2 assuming a given Additional Load for node 2 is offloaded from node 1 to node 2. One way to indicate “additional load” is to represent it as a fractional amount or the full amount of the load at the source cell of NG-RAN node 1. This is a good and interoperable way to quantify “additional load” because NG-RAN Node 2 knows the overall load at the source cell of NG-RAN Node 1, by means of legacy load information received in the RESOURCE STATUS UPDATE message (e.g. by means of the PRB Utilisation in the Radio Resource Status IE). Hence, indicating “additional load” as a percentage of the source cell at NG-RAN node 1 enables NG-RAN Node 2 to estimate rather accurately the overall load that is intended to be transferred. 
Once NG-RAN node 2 receives the “additional load” intended to be offloaded, NG-RAN node 2 uses an AI-ML model to derive a predicted total Energy Cost X’ based on the assumption that the “additional load” will be fully handed over from NG-RAN node 1. Finally, NG-RAN node 2 reports the predicted total Energy Cost X’ to NG-RAN node 1 for further evaluation of the potential offloading action. Further details of the procedure for signaling Energy Cost are discussed in Section 3.
Proposal 2: The Additional Load is a fractional amount or the full amount of the load at the source cell of the source NG-RAN node and it is indicated as such to the target NG-RAN node.
Proposal 3: A source NG-RAN node can request a neighbor NG-RAN node to report a predicted node level Energy Cost assuming the neighbour NG-RAN node will serve all the offloaded traffic identified by the “additional load”

[image: ]
[bookmark: _Ref129953499][bookmark: _Ref129953492][bookmark: _Hlk129953478]Figure 1: Principle of exchanging a predicted Energy Cost assuming an Additional Load will be transferred from a source NG-RAN node to a target NG-RAN node

Assuming that the evaluation of the offloading action indicated that an overall energy saving gain can be achieved and that the offloading action was carried out, NG-RAN node 1 can later receive an actual node level Energy Cost X’’ from NG-RAN node 2 that reflects the energy consumption at node 2 after taking on the Additional Load from node 1. The value Energy Cost X’’ is a measurement the target NG-RAN node takes of its EC after the offloading completed. It should be noted that not all UEs may ultimately be offloaded (e.g. some HOs may fail). Hence the Energy Cost X’’ measurement is a reflection of the EC after the offloading was completed and taking into account all the actions that meanwhile influenced the target NG-RAN node EC.
Proposal 4: An NG-RAN node can request a neighbor NG-RAN node to report an actual node level Energy Cost after the NG-RAN node offloading traffic to the neighbor NG-RAN node.

Considering the above observations and proposals, the current Energy Cost metric definition (cf. Section 1) could be refined as follows:
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred node level energy consumption assuming an additional load is transferred to the NG-RAN node reporting the inferred EC or an actual node level energy consumption from a neighboring NG-RAN node. 
Proposal 5: Redefine the Energy Cost metric definition as follows: 
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred node level energy consumption assuming an additional load is transferred to the neighboring NG-RAN node reporting the inferred EC or an actual node level energy consumption from a neighboring NG-RAN node.
Another open issue that has been discussed many times now is the granularity of the EC metric and whether to break it down, e.g., to cell level or even smaller portions, which cannot be measured as such. The following was captured in [1]:
Further discuss the feasibility of a cell-level EE metric at the next meeting.
As previously discussed in [2], the problem with a finer granularity for the EC metric is that it is impossible to accurately determine the energy consumed in a gNB to transfer a certain amount of user data traffic, at least in some cases. This is particularly problematic for cloud-based RAN architectures, where the same cloud platform is shared among multiple RAN nodes, as well as for multi-band, multi-sector radios, in which hardware components like power amplifiers or digital processors are shared across several cells. It is therefore difficult, to say the least, to meaningfully determine an EC value per cell. So far, no company has proposed a convincing solution, which is probably very complex, while its usefulness for RAN-centric AI-ML Network Energy Saving solutions is yet unclear.
Considering the above, we conclude that a finer granular EC metric like an EC value per cell is not feasible because it cannot be measured. The EC values exchanged between NG-RAN nodes should reflect the total energy consumption of a gNB, either based on a measurement for a past or a prediction for a future time period. The later metric can be considered measurable.
Proposal 6: A more granular “Energy Cost” metric like an Energy Cost value per cell is not feasible to be computed under all circumstances (i.e., depending on all potential deployments and/or implementation scenarios); therefore, it should not be considered in this release.

2.2. [bookmark: _Ref129966614]Encoding of the Energy Cost metric
The open points below are discussed in this section
Further discuss how to encode the EC, including the exact criteria and rules of normalization of the EC metric.
Further discuss whether SA5 may be required to provide their recommendation on how to perform normalization at the network level in a multi-vendor environment from the perspective of the OAM.

We propose that EC is defined as an index, e.g., between 0 and 100, which is strictly increasing with increasing energy consumption and strictly decreasing with decreasing energy consumption. To make this parameter interpretable and comparable, value 100 can be configured by the operator and for thie an involvement of SA5 may be needed. 
For example, value 100 may equal to the maximum energy consumption allowed during a reference time period (e.g. a minimum reporting duration) per NG-RAN node in an operator´s network. With such configuration, each node in the network is able to unequivocally understand what each value of the Energy Consumption Score means in terms of consumed energy. For example, the value 100 represents a maximum energy consumption of 2000 Joules during 500 ms. If an NG-RAN node reports an EC == 75, that translates into 1500 Joules of consumed energy for every 500ms of elapsed time.
In a similar way, it is possible to also configure the value of the Energy Consumption Score = 0 if needed. This approach is applicable for both predicted and actual values of the EC score.
We also note that the maximum value of the EC index may not strictly need to be limited to 100. If higher granularity for the EC wants to be achieved, the maximum value could be, e.g. 1000, 10000, etc. 
Proposal 7: EC is defined as an index, between 0 and 100 (FFS on the maximum value), which is strictly increasing with increasing energy consumption and strictly decreasing with decreasing energy consumption. The maximum value of the EC is configured by the operator as maximum energy consumption during a reference time period. 
As example of how the Energy Cost for actual measurement may be specified is shown in the following:
	Energy Cost
	
	
	INTEGER (0..100) FFS on maximum value
	The node level measured Energy Consumption index.
Value 0 indicates the minimum measured Energy Consumption and 100 indicates the maximum measured Energy Consumption. Energy Consumption should be measured on a linear scale.
	
	



As another example of how the Energy Cost for predictions may be specified is shown in the following:
	Predicted Energy Cost
	
	
	INTEGER (0..100) FFS on maximum value
	The node level predicted Energy Consumption index assuming the successful execution of a traffic offloading action.
Value 0 indicates the minimum predicted Energy Consumption and 100 indicates the maximum predicted Energy Consumption. Energy Consumption should be measured on a linear scale.
	
	



Given the dependency of the Energy Cost index from the work SA5 would have to carry out to enable configuration of the parameters that would enable correct interpretation of the Energy Cost index, the following is also proposed:
Proposal 7a: RAN3 to LS SA5 to describe the agreed definition of the Energy Cost index and to ask for feedback on whether the OAM is able to configure parameters that would enable correct interpretation of the Energy Cost index. 

3. [bookmark: _Ref129964433]Procedures for signaling Energy Cost
Another open point captured in [1] is reported below:
Further discuss the transfer method of the EC metric at the next meeting.
Further discuss the signaling flow for the exchange of the EC over the Xn interface, considering also the relation to the provisioning of the "Additional Load" information by a source node.
In this section we describe the signaling flow to support signaling of predicted Energy Cost.
NG-RAN node 1 is assumed to have an AI-ML model that proposes an energy saving action that is expected to improve the energy cost of NG-RAN node 1. Also, NG-RAN node 1 subscribes to AI-ML inputs from NG-RAN node 2 (e.g., actual energy cost, resource status reporting, etc.). In the above, the neighboring NG-RAN node(s) is assumed to have the capabilities to provide NG-RAN node 2 with an energy cost prediction subject to a planned action.
NG-RAN node 1 using an AI-ML model inference function generates an AI-ML action, e.g., an energy saving strategy, or a handover strategy, which is predicted to yield an energy cost X at NG-RAN node 2. NG-RAN node 1 indicates the planned AI-ML action to the affected neighboring NG-RAN node 2 (namely the offload target node) and requests the latter to report the predicted energy cost deriving from the proposed action. 
For the case of offloading traffic from NG-RAN node 1, the additional load to be offloaded to the NG-RAN node 2 is indicated in the request message as an offloading ratio or percentage, i.e., a ratio or percentage of the load currently sustained by the source cell. For instance, if NG-RAN node 1 wishes to offload all its load to NR-RAN node 2, an offloading ratio of 1.0 is indicated in the request message.  NG-RAN node 2 is aware of the load situation at NG-RAN node 1 via resource status reporting. This enables NR-RAN node 2 to estimate the impact of this load on its own resource utilization. 
Proposal 8: "Additional Load" information indicated by the source node refers to a ratio or percentage of the load currently sustained by the source cell
The neighboring NG-RAN node(s) may then reply with their predicted EC X’, predicted under the assumption of receiving the additional offload. Based on the received predictions, NG-RAN node 1 can compare its predicted energy cost with the target NG-RAN’s predicted energy cost. The source NG-RAN would therefore know whether the planned energy saving strategy or action will lead to an overall RAN energy saving gain. Furthermore, if the source NG-RAN node decides to execute the proposed action, there is also a possibility to evaluate the reliability of the predictions retrieved from the neighboring NG-RAN nodes by comparing the neighbor’s predicted EC with the actual EC obtained by subscribing to the reception of actual EC measurements. The figure below explains this concept in more details:

[bookmark: _Ref130283189][image: ]
Figure 2: Example of EE prediction usage for energy saving action validation

To sum up, signaling a predicted EC between NG-RAN nodes and considering it for AI-ML-based Network Energy Saving is beneficial if the predicted EC of NG-RAN nodes relate to a predicted/planned energy saving strategy or action. To facilitate this information exchange, it is proposed to support a procedure in which an NG-RAN node can indicate a planned AI-ML action and request information about the expected impact of that action on one or more metrics. The procedure should be use-case agnostic, i.e. there is no need to limit it by indicating that it is for an energy saving action. The same framework should be reusable for other use cases. 
In general, considering the scenario where assistance information related to a potential/planned event/action is requested, we can see that for an event that is not yet executed, usually the requesting node is expecting an immediate one-time response to evaluate the impact of the planned action before deciding on executing the action. For this scenario, it is preferred to support a procedure in which a node can indicate a planned AI-ML action and request the responding node to report assistance information reflecting the impact of the action. 
This scenario requires a procedure in which an NG-RAN node can request assistance information subject to a planned AI-ML action before the actual execution of the action, as shown in Figure 2. Based on that we propose:  
Proposal 9: Support a procedure in which an NG-RAN node can indicate a planned energy saving action and request another NG-RAN node to report the expected EC subject to the execution of that action.

4. [bookmark: _Ref130282998]Possible implementation for Reporting of AI-ML information for Energy Saving
In light of the analysis above an example is given of how a signaling message could be structured to report all the AI-ML information relative to the Energy Saving use case.
9.1.3.xx	 AI/ML ACTION EVALUATION REQUEST
This message is used to request AI-ML assistance data in the context of a planned AI-ML event by NG-RAN node1.
Direction: NG-RAN node1 ® NG-RAN node2.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Requested Data
	M
	
	BITSTRING
(SIZE(32))
	Each position in the bitmap indicates measurement object the NG-RAN node2 is requested to report.

First Bit = Predicted energy cost,

Other bits shall be ignored by the NG-RAN node2.
	YES
	reject

	Proposed Action
	M
	
	9.2.2.xx
	Proposed Action Information
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	Reject




9.2.2.xx Proposed Action
This IE provides description of the planned action.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned criticality

	CHOICE Proposed Action
	M
	
	
	
	YES
	reject

	>Offloading Request 
	
	
	
	
	
	

	>>Offloading Request Information
	M
	
	9.2.2.yy
	
	-
	




9.2.2.yy Offloading Request Information
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned criticality

	Source Cell Global ID
	M
	
	9.2.3.25
	CGI of the source cell from which offloading is triggered. Includes either an E-UTRA CGI or an NR CGI
	YES
	reject

	Target Cell Global ID
	M
	
	9.2.3.25
	CGI of the offload target cell. Includes either an E-UTRA CGI or an NR CGI
	YES
	reject

	Offloading Ratio  
	O
	
	INTEGER (0..100) 
	The percentage of the source cell load to be offloaded. 0 indicates no load and  
100 indicates offloading all the source cell load. Load should be measured on a linear scale. 
	
	

	Number of UEs
	O
	
	
	Number of UEs to be handed over
	
	





9.1.3.ww AI/ML ACTION EVALUATION RESPONSE
This message is sent by NG-RAN node2 to NG-RAN node1 to provide the requested information concerning planned actions
Direction: NG-RAN node2 ® NG-RAN node1.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	Predicted Energy Cost
	
	
	INTEGER (0..100) FFS on maximum value
	The node level predicted Energy Consumption index assuming the successful execution of a traffic offloading action.
Value 0 indicates the minimum predicted Energy Consumption and 100 indicates the maximum predicted Energy Consumption. Energy Consumption should be measured on a linear scale.
	
	




9.1.3.yy	AI-ML ACTION EVALUATION FAILURE
This message is sent by the NG-RAN node2 to NG-RAN node1 to indicate that for any of the requested assistance data the measurement cannot be initiated.
Direction: NG-RAN node2 ® NG-RAN node1.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore



9.1.3.zz	AI-ML ASSISTANCE DATA UPDATE
This message is sent by NG-RAN node2 to NG-RAN node1 to report the results of the requested assistance data.
Direction: NG-RAN node2 ® NG-RAN node1.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	NG-RAN node1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node1
	YES
	reject

	NG-RAN node2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node2
	YES
	reject

	Energy Cost
	O
	
	INTEGER (0..100) FFS on maximum value
	The node level measured Energy Consumption index.
Value 0 indicates the minimum measured Energy Consumption and 100 indicates the maximum measured Energy Consumption. Energy Consumption should be measured on a linear scale.
	
	

	.
.
.



5. Conclusion
[bookmark: _Hlk129788675]In this paper we discussed the new Energy Cost (EC) concept in the context of AI-ML Network Energy Saving and the open issues of and standard impacts related thereto. The corresponding proposals are listed below:
Proposal 1: The inferred energy consumption related to an additional load consists of the node level predicted EC the NG-RAN node would have if the additional load was added to its current load.
Proposal 2: The Additional Load is a fractional amount or the full amount of the load at the source cell of the source NG-RAN node and it is indicated as such to the target NG-RAN node.
Proposal 3: A source NG-RAN node can request a neighbor NG-RAN node to report a predicted node level Energy Cost assuming the neighbour NG-RAN node will serve all the offloaded traffic identified by the “additional load”
Proposal 4: An NG-RAN node can request a neighbor NG-RAN node to report an actual node level Energy Cost after the NG-RAN node offloading traffic to the neighbor NG-RAN node.
Proposal 5: Redefine the Energy Cost metric definition as follows: 
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred node level energy consumption assuming an additional load is transferred to the neighboring NG-RAN node reporting the inferred EC or an actual node level energy consumption from a neighboring NG-RAN node.
Proposal 6: A more granular “Energy Cost” metric like an Energy Cost value per cell is not feasible to be computed under all circumstances (i.e., depending on all potential deployments and/or implementation scenarios); therefore, it should not be considered in this release.
Proposal 7: EC is defined as an index, between 0 and 100 (FFS on the maximum value), which is strictly increasing with increasing energy consumption and strictly decreasing with decreasing energy consumption. The maximum value of the EC is configured by the operator as maximum energy consumption during a reference time period. 
Proposal 7a: RAN3 to LS SA5 to describe the agreed definition of the Energy Cost index and to ask for feedback on whether the OAM is able to configure parameters that would enable correct interpretation of the Energy Cost index. 
Proposal 8: "Additional Load" information indicated by the source node refers to a ratio or percentage of the load currently sustained by the source cell
Proposal 9: Support a procedure in which an NG-RAN node can indicate a planned energy saving action and request another NG-RAN node to report the expected EC subject to the execution of that action.

A TP mirroring the proposals above, is available in R3-231618.
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