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1. Introduction
This discussion paper focuses on understanding of the EC metric delivered over network interfaces, especially the meaning of such metric.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Agreement from last meeting
We agreed last meeting that:
	The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred energy consumption related to an additional load or an actual energy consumption value from a neighboring node for either additional load or current load (The details to be further discussed). EC is a value at gNB level.



Although the agreement literally included the case of “actual EC” for “current load”, during the discussion there was wide concern on privacy issue, as a literal per-node EC can be too sensitive to share among vendors.
So there are only 2 ways left, both of which focus on an additional EC related to an additional load. The difference between the 2 ways is on what to deliver: one is the actual EC and one is the predicted EC.
Considering that how the former way works has not be shown in RAN3 meetings, we will provide an example for it in the following section, and then states why it is more accurate than the other way.
2.2. [bookmark: _Ref130997635]Actual EC for additional load
The signalling flow is relatively straightforward:


[bookmark: _Ref78466357]Figure 1: Typical work flow for AI/ML-based energy saving (using actual delta EC).
Most steps in the flow are clear (or depend on algorithm, such as the case of Step 10, except Step 7. We will discuss it in the following.
For convenience we assume that the EC collected in Step 4 is  and the DV is . Likewise, the EC collected in Step 6 is  and the DV is . In addition, the DV brought by the offloaded is , and the delta EC calculated in Step 7 is .
The simplest method to generate  is:

It can work anyhow, but prone to impacts caused by factors other than offloading, e.g. changed of data rate of the existing UEs, and intra-cell movement of the existing UEs. Moreover, it does not comply with the agreement last meeting because it does not include  as an input.
A seemingly better approach is:

This approach, however, is erroneous. In some case the  can be almost the same as , while the  is quite different from . As the result the quotient  can be unrealistically large (or even negative) and the result will be unreliable.
So we have to turn toward some other meaning to include  as an input. For this we may assume another constant : One node collects its DV and EC all over the time, gets many pairs of {DV, EC}, and  is defined as the linear regression coefficient of EC against DV. By using  we may define  as:

The item  means the estimated change of EC caused by the change of DV other than , and thus the remaining part of change of EC is the estimated change of EC caused by offloading.
Nevertheless, such definition is still affected by intra-cell movement of the existing UEs, and estimation method other than linear regression may also be used. Therefore, we do not seek to specify how a node calculates .
Proposal 1: It is up to implementation how a node estimates the actual EC caused by offloaded UEs. A feasible implementation includes the following information as input: the EC before and after offloading, the DV before and after offloading, and the DV caused directly by the offloaded UE.
2.3. Why delivering the actual EC is more accurate
Let’s go back to Figure 1.
Typically, AI/ML is only useful if the dimension of inputs is large and complicated.
When Node 1 performs Step 1 or Step 2, it knows much information of the UEs to be offloaded, including their positions, their QoS requirement and their data pattern. By using this information, AI/ML can be quite useful—and more accurate—to generate the decision (of whether to turn off a cell) or prediction (how the total EC may change due to turning off a cell).
On the contrary, Node 2 is naturally unaware of all of the abovementioned information, mainly due to the lack of UE context. Even if we make Node 1 deliver toward Node 2 the total DV of the UEs to be offloaded (i.e.  in Section 2.2), Node 2 is still unaware of a lot of information. As the result, AI/ML is typically useless to generate the prediction: we should never expect it to provide anything more accurate than linear regression, i.e. .
Observation 1: AI/ML is useless and as inaccurate as non-AI/ML method for the offloading target node to generate the predicted delta EC before the offloading take place, because the offloading target node has too little information on what sessions are to be offloaded.
Proposal 2: Support delivering the (estimated) actual delta EC from the offloading target node toward the offloading source node after the offloading take place. It should still be FFS whether to support delivering the predicted delta EC before the offloading take place.
2.4. Signalling design detail
Let’s go back to Figure 1 again.
In principle, there are 2 windows of measurement, one for Step 4 (i.e. before offloading) and one for Step 6 (i.e. after offloading). For clarity Node 2 should know the position and the length of the two windows upon Step 3. The window length can be indicated by the existing IE proposed in R3-231465 [1], but the time offset between the two windows cannot be indicated by any existing IE yet. Therefore we propose introducing an offset IE into the new AI/ML request message.
Proposal 3: Introducing a new IE indicating the time offset between the two windows to collect EE measurement before offloading take place and after offloading take place.
Another issue is the accuracy of estimation. The “actual delta EC” delivered over interfaces is typically an estimation, so an accuracy can apply. However, we do not observe any necessity to introduce an accuracy IE for such estimation into RAN3 interfaces: Such estimation is based on actual measurements and is never expected to be unreliable.
3. Conclusion
Proposal 1: It is up to implementation how a node estimates the actual EC caused by offloaded UEs. A feasible implementation includes the following information as input: the EC before and after offloading, the DV before and after offloading, and the DV caused directly by the offloaded UE.
Observation 1: AI/ML is useless and as inaccurate as non-AI/ML method for the offloading target node to generate the predicted delta EC before the offloading take place, because the offloading target node has too little information on what sessions are to be offloaded.
Proposal 2: Support delivering the (estimated) actual delta EC from the offloading target node toward the offloading source node after the offloading take place. It should still be FFS whether to support delivering the predicted delta EC before the offloading take place.
Proposal 3: Introducing a new IE indicating the time offset between the two windows to collect EE measurement before offloading take place and after offloading take place.
Based on the proposal, we draft 1 Stage 3 TPs [2].
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