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1	Introduction
In RAN3#117-e meeting [1], agreements on MRO for fast MCG recovery were achieved as following: 
[bookmark: _Hlk114230317]SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure); 
the signalling delay is longer than the time the UE waits for the response (T316 expired); 
other problem are not precluded if legacy MRO mechanism cannot cope with it.
In RAN3#119 meeting [2], further agreements were reached that:
Sub-Case b1/Sub-Case b2 would not be considered for MRO for fast MCG recovery failure.
It is beneficial for the UE to report at least PSCell where SCG failure happened, the cause of the fast MCG recovery failure (at least T316 expiry, SCG failure, SCG was deactivated or other cases that SCG is not available), and also if the problem is SCG failure, the SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx).
In this paper, we would further discuss MRO for fast MCG link recovery failure.
2	Discussion
In R16, fast MCG link recovery procedure was introduced to inform the network about an MCG failure that the UE has experienced i.e. MCG radio link failure, in order to continue the RRC connection without RRC re-establishment. If T316 is configured, upon RLF happening in MCG, the UE transmits the MCGFailureInformation message to MN via SN while SCG is not suspended. The MN may decide to reconfigure or change or release MCG based on the received MCG failure information. The MN may provide the corresponding response message (e.g. RRC Reconfiguration message with reconfigurationwithSync for MCG, MobilityFromNRCommand, or RRC Release message) to the UE via SN. 
Potential scenarios for fast MCG failure recovery are summarized in [3]:
· Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).
· Sub-Case b1: T316 runs out on the UE side while the SN is trying to deliver the MN message, in this case the maximum number of retransmissions at the SN side has not been reached.
· Sub-Case b2: The SN reaches the maximum number of retransmissions while T316 has not expired on the UE side. In this case the SN can not make any further attempts to deliver the MN message but the UE will continue to wait for it for the remainder of the T316 time.
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure.
· Case e: Subsequent failure after successful fast MCG recovery.
· Case f: dual failure case, i.e. MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured.
Case a and Case b were agreed in RAN3#117-e meeting. Sub-Case b1 and Sub-Case b2 were excluded in RAN3#119 meeting. We would further discuss whether to consider the other cases.
For Case c, fast MCG recovery is successfully performed even the elapsed timer T316 is near to be expired when the response message for fast MCG recovery is received. Companies which propose to consider this case would like to introduce a new trigger condition for SHR, e.g. SHR would be generated when the elapsed timer of T316 is higher than a threshold. Successful case is out of the WID scope for MRO for fast MCG link recovery failure. On the other hand, it is RAN2 to discuss the trigger condition for SHR and the contents to be included in SHR, but until now RAN2 didn’t inform RAN3 anything about this. Since time left for R18 is not sufficient, we should focus on the failure cases. Therefore, Case c would not be considered.
Proposal 1: Case c would not be considered for MRO for fast MCG recovery failure.
For Case d, there are two successive failures, it is not a critical case to be considered, and MRO for Case d is complex. Therefore, Case d would be deprioritized.
Proposal 2: Case d would be deprioritized for MRO for fast MCG recovery failure.
For Case e, it is a legacy MRO case, since failure happens after the successful fast MCG recovery, e.g. HOF or RLF happens after receving the RRC Reconfiguration message with reconfigurationwithSync for MCG change. Legacy MRO mechanism can cope with it without any optimisation.Therefore, Case e would not be considered.
Proposal 3:Case e would not be considered for MRO for fast MCG recovery failure.
For Case f, during the offline discussion, two splited cases were raised:
· Case f1: SCG failure/deactivation occurs before the UE sends MCGFailureInformation for fast MCG recovery;
· Case f2: MCG failure occurs before UE sends SCGFailureInformation.
In Case f1, fast MCG link recovery procedure is not triggered due to SCG failure/deactivation, in this case, the UE can not transmit the MCGFailureInformation message to MN via SN due to SCG failure or SCG deactivation, this should be avoided since service interruption is caused. Therefore, Case f1 would be considered.
For Case f2, it is a dual failure case upon SCG failure, but not related with fast MCG recovery. Case f2 is not in the WID scope for MRO for fast MCG link recovery failure. Therefore, Case f2 would not be considered.
Proposal 4: Consider the case that SCG failure/deactivation occurs before the UE sends MCGFailureInformation for MRO for fast MCG recovery failure.
[bookmark: _Hlk126934264]For Case f1, dual failure happens i.e. the UE experiences SCG failure or SCG deactivation upon MCG failure. The failure type of Case f1 could be SCG failure/deactivation upon MCG failure. It is beneficial for the UE to report this failure type of fast MCG recovery failure in the RLF-Report, thus network can modify corresponding parameters for MRO purpose. For example, for Case f, the RLF-Report including fast MCG recovery failure related information may be transferred to MN and/or SN, then, MN and/or SN can underatand why fast MCG link recovery fails based on the failure type, and perform configuration update to aviod such a failure. 
For both Case a and Case f1, the cause of the fast MCG recovery failure may be SCG failure, SCG was deactivated or other cases that SCG is not available, to distinguish Case a and Case f1, an indication concerning whether the T316 is running upon SCG failure or SCG deactivation or other cases that SCG is not available is needed to be reported, thus network can modify corresponding parameters for MRO purpose.
Proposal 5: An indication concerning whether the T316 is running upon SCG failure or SCG deactivation or other cases that SCG is not available is beneficial for MRO for fast MCG recovery failure.
3	Conclusion
In this contribution, MRO for fast MCG link recovery failure is discussed. We have the following proposals:
Proposal 1: Case c would not be considered for MRO for fast MCG recovery failure.
Proposal 2: Case d would be deprioritized for MRO for fast MCG recovery failure.
Proposal 3:Case e would not be considered for MRO for fast MCG recovery failure.
Proposal 4: Consider the case that SCG failure/deactivation occurs before the UE sends MCGFailureInformation for MRO for fast MCG recovery failure.
Proposal 5: An indication concerning whether the T316 is running upon SCG failure or SCG deactivation or other cases that SCG is not available is beneficial for MRO for fast MCG recovery failure.
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