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Introduction
In the RAN3#117bis-e meeting, procedures for AI/ML related information, exact information (e.g., UE performance, predicted resource status), energy efficiency, validity time, cell-based UE Trajectory prediction and others were discussed. Following are the agreements and open issues: 
	Procedures for AI/ML related information
Introduce a new Class 1 procedure for initiating the reporting of AI/ML Related Information and a Class 2 procedure for Data Reporting of AI/ML Related Information.
It is FFS what is the exact name of the procedure. 
Reporting options for the new procedure used for AI/ML Related Information to be evaluated on a case-by-case basis. Possible reporting options are one-time and periodic reporting. 
Event-based reporting and how to determine an event are FFS.
The new procedure is non-UE associated procedure. If needed, the procedure can be used to capture UE-associated information. 
The response message of the new procedure for AI/ML Related Information indicates if the requested information can be provided. 
It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  
Whether there is a need for prediction accuracy at a receiving node is FFS.
UE Performance for Feedback
Support the following UE performance information to be sent for feedback purposes: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate. 
Other UE performance for feedback purposes is FFS.
Predicted Resource Status Information reported in the new procedure for AI/ML Related Information can be predicted radio resources, predicted number of active UEs, and predicted number of RRC Connections. 
FFS if also Predicted TNL Capacity Indicator, Predicted Composite Available Capacity Group and Predicted Slice Available Capacity are reported.
Energy Efficiency
The feasibility, interpretability and encoding of the EE metrics is FFS.
It is FFS how to transfer current Energy Efficiency metric 
It is FFS whether EE metric is per node or per cell and how per cell EE metric can be calculated.
RAN3 to discuss the scenarios where predicted energy efficiency is exchanged. 
Validity Time
How to indicate validity time (e.g., implicitly with a new prediction when the previous prediction becomes invalid, explicitly with every prediction in the AI/ML output or by the request to the prediction) shall be discussed on a case by case basis.
Cell-based UE Trajectory prediction
Cell-based UE Trajectory prediction has the same structure as UE History Information IE. 
The input needed to train cell-based UE Trajectory prediction, e.g., UE reported history information, UE History Information IE, UE geographic location, etc. is FFS
Cell-based UE Trajectory prediction is provided as a list of cells into the future, each of which is indicated together with an expected time of stay into the cell.
Feedback Information
It is up to implementation for how long to maintain the UE context after a HO, to enable association of UE Performance Feedback to the UE context?



And FFS on the procedures, historical information and predicted information need further discussion and clarification. In this contribution, we focus on the discussion on the procedures and provide our views, and the corresponding TPs. 
Discussion
2.1 Resource Status prediction
Based on the agreements from stage2, we can see that legacy information, such as current resource status, can be transferred via existing procedures to support AI/ML function. However, as mentioned in the TR37.817[1], based on collection of various measurements and feedbacks from UEs and network nodes, historical data, etc. AI/ML model-based solutions and predicted load could improve the performance. Therefore, the AI/ML information should also include the historical resource status. However, the current Resource Status Reporting procedures just supports to transfer the current resource status by one-shot reporting or periodic reporting.
Observation 1-1: Current Resource Status Reporting procedures just supports to transfer the current resource status by one-shot reporting or periodic reporting.
There are differences between the historical resource status and current resource status. Historical resource status is a dataset which was collected and stored by NG-RAN node itself before the NG-RAN nodes is requested to report the resource status. Take an example as shown in the Figure1 below. At the time T3, the NG-RAN node is requested by one node, which performs model inference, to report the historical resource status. However, through the current reporting mechanisms, namely one-shot reporting or periodic reporting, it is only able to report the current resource status and the resource status from T4 to T7 periodically. Then the historical resource status from T0 to T2 is not achieved. 
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Figure 1. The example of the timeline of the resource status including historical resource status and current resource status
Observation 1-2: Current reporting mechanisms does not support to report the historical resource status.
There are two options to support to transfer the historical resource status:
- Extend the current resource status procedures
- Define the new procedure to carry the historical resource status.
And as we know, the Resource Status Reporting procedures over Xn have been defined for a specific function, namely Mobility Load Balancing. Hence, it is not suitable to mix MLB data and AI/ML data into the same procedure, and it may cause misunderstanding that the same procedure used for different functions, since MLB does not need to consider the historical resource status. 
Proposal 1-1: Define the new procedure for the input information, e.g., historical resource status. The name of the new procedure of the input information is AI/ML DATA COLLECTION PROCEDURE, including request message, response message, and report message.
Since there is the agreement to introduce a new Class 1 procedure for initiating the reporting of AI/ML Related Information and a Class 2 procedure for Data Reporting of AI/ML Related Information. Therefore, in order to report the historical resource status, the Report Characteristics IE in the request message should include the type “historical resource status”. Following is potential implementation:
	Report Characteristics
	C-ifRegistrationRequestStart
	
	BITSTRING
(SIZE(32))
	Each position in the bitmap indicates measurement object the NG-RAN node2 is requested to report.
First Bit = Historical Resource Status
Other bits shall be ignored by the NG-RAN node2.
	YES
	reject



Proposal 1-2: The information type “Historical resource status” should be indicated in the request message to retrieve the historical resource status from other NG-RAN node.
Following is implementation how to carry the historical resource status in the report message. The difference between original resource status IE and historical resource status is that historical resource status is a set of information during the requested duration.
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This message is sent by NG-RAN node2 to NG-RAN node1 to report the results of the requested measurements.
Direction: NG-RAN node2  NG-RAN node1.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	NG-RAN node1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node1
	YES
	reject

	NG-RAN node2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node2
	YES
	reject

	Cell Measurement Result
	
	0..1
	
	
	YES
	ignore

	>Cell Measurement Result Item
	
	1 .. < maxnoofCellsinNG-RANnode >
	
	
	YES
	ignore

	>>Cell ID
	M
	
	Global NG-RAN Cell Identity
9.2.2.27

	
	–
	

	>>Historical Resource Status Item
	
	1 .. <maxnoofResMeas>
	
	
	–
	

	   >>> Radio Resource Status
	
	
	9.2.2.50
	
	
	

	Criticality Diagnostics
	O
	
	9.2.11
	
	YES
	ignore


	

	Range bound
	Explanation

	maxnoofCellsinNG-RANnode
	Maximum no. cells that can be served by a NG-RAN node. Value is 16384.

	maxnoofResMeas
	Maximum no. of histroical resource status that can be configured and reported with one response message. Value is 16384.



Proposal 1-3: Introduce the Historical Resource Status Item to carry a set of historical information during the requested duration.

2.2 UE trajectory prediction
Cell-based UE Trajectory prediction has the same structure as UE History Information IE. 
The input needed to train cell-based UE Trajectory prediction, e.g., UE reported history information, UE History Information IE, UE geographic location, etc. is FFS
Cell-based UE Trajectory prediction is provided as a list of cells into the future, each of which is indicated together with an expected time of stay into the cell.
Cell based UE Trajectory Prediction is transferred via existing HO signalling messages, it’s FFS on whether other way to transfer the cell based UE Trajectory Prediction information is needed. 
In the last meeting, it was agreed that cell-based UE Trajectory Prediction is transferred via existing HO signalling messages, and it is not precluded that other way to transfer the predicted cell-based UE trajectory. Here, we provide the difference between existing procedure and new procedure in the terms of transferring predicted UE trajectory.
· If the current handover preparation procedure is enhanced to carry AI/ML related information, it may cause latency issues. In addition, AI/ML related information does not just involve UE trajectory prediction in the future, so to enhance the current procedure does not suitable for future extension.
· Most importantly, predicted UE trajectory doesn’t not only represent a single UE. The AI/ML model can generate predicted trajectory of group of UEs in the future. However, current HO preparation procedure just contains the UE information for a single UE. It is not suitable to enhance the HO preparation to carry predicted trajectory of group of UEs.
Observation 2-1: Extend the legacy handover procedure to carry AI/ML related information may cause latency.
Observation 2-2: Current handover preparation procedure is used to transfer the UE information for a single UE. 
Proposal 2-1: Predicted UE trajectories may be the predicted trajectories of group of UEs, which should be transferred to the target NG-RAN node for subsequent optimization.
Therefore, the other way to transfer the predicted UE trajectory shall be discussed. And in order to resolve the observations above on the current handover procedure, the new procedure for AI/ML predicted information can be used, and carry the predicted trajectory of group of UEs.
Proposal 2-2: The new procedure for AI/ML predicted information can be used to carry the predicted trajectory of group of UEs.
It was agreed that Cell-based UE Trajectory prediction has the same structure as UE History Information IE. Based on the agreements, the following structure of UE trajectory IE can be defined as:
9.2.3.Z	UE Trajectory List
This IE indicates UE trajectory measurements.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	UE Trajectory List
	
	1
	
	

	>UE Trajectory Item
	
	1..<maxnoofCellsUEMovingTrajectory>
	
	

	>>Global NG-RAN Cell Identity
	M
	
	9.2.2.27
	



	Range bound
	Explanation

	maxnoofCellsUEMovingTrajectory
	Maximum no. of cells of UE moving trajectory. Value is 16.


Proposal 2-3: The structure of UE trajectory List IE involves the Global NG-RAN cell Identity.
One left issue is about the input information of the cell-based UE trajectory prediction. Although we agreed that the predicted UE trajectory is cell-granularity as a start point, there is no limitation that the input information used to train the model of predicted UE trajectory is cell-granularity only. In the TR37.817, the input information from UE across three use cases includes the UE location information (e.g., coordinates, serving cell ID, and moving velocity). The location of UE information could be collected through MDT mechanisms. How to collect the UE location information is discussed in [3]
From the UE:
-	UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
Proposal 2-4: UE location information (e.g., coordinates) as input information is used to train cell-based UE trajectory, and the MDT for collecting UE continuous location information should be enhanced.

2.3 Feedback
Whether there is a need for prediction accuracy at a receiving node is FFS.
It is up to implementation for how long to maintain the UE context after a HO, to enable association of UE Performance Feedback to the UE context?
In the last meeting, its was discussed whether there is a need for prediction accuracy at receiving node, and it was concluded two options as follows:
a) Neighbor NG-RAN node sends the prediction information together with accuracy information
b) Neighbor NG-RAN node sends actual measurement corresponding to the prediction in a later phase.
From our perspective, it may not necessary that a node receiving prediction achieve the accuracy information since the confidence from the node providing the prediction may be inaccurate. Receiving node could achieve the accuracy through the comparison between the actual measurement and prediction, and the corresponding time window should be similar.
Proposal 3-1: The node receiving prediction could achieve the accuracy based on the actual measurements.
And regarding how to transfer the actual measurement corresponding to the prediction, it is proposed to use the new procedure for AI/ML feedback information. Since in order to calculate the accuracy in the receiving node, the time window should be indicated in the request message to guarantee the time window for actual information and prediction should be the same.
Proposal 3-2: Use the new procedure for AI/ML feedback information to transfer the actual measurements. 
Proposal 3-3: Introduce the time window in the request message for the procedure used for AI/ML feedback information to guarantee the time window for actual measurement and prediction is similar.

In addition to the node receiving the prediction, the node providing the prediction should also know the accuracy of the prediction to know the model performance. Following are two scenarios:
1)  NG-RAN node, providing the prediction, calculates the accuracy based on the information collected internally.
2)  NG-RAN node, providing the prediction, calculates the accuracy based on the information collected from other NG-RAN node.
Scenario 1) has no specification impacts. And regarding scenario 2), the NG-RAN node should request the information (e.g., UE performance, actual UE trajectory, etc.) over Xn. Since the legacy procedure cannot support to transfer these feedback information, the new procedure for AI/ML feedback information should be introduced. And similar principle as above, the time window for the actual measurement and prediction should be similar.
Proposal 3-4: Define the new procedure for AI/ML feedback information to transfer the actual information used for performance evaluation.
Moreover, there is the left issue whether it is up to implementation for how long to maintain the UE context after a HO, to enable association of UE Performance Feedback to the UE context. If we use the new procedure for the AI/ML feedback information, the UE context will not be released until the AI/ML feedback procedure is finished, which is up to implementation. And it has no negative impacts on the HO procedure.
Proposal 3-5: It is up to implementation that the UE context won’t be released until the new AI/ML feedback procedure is finished.


2.4 Indicating time in the request message
How to indicate validity time (e.g., implicitly with a new prediction when the previous prediction becomes invalid, explicitly with every prediction in the AI/ML output or by the request to the prediction) shall be discussed on a case by case basis.
It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  
In the last meeting, it is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested. This indication can be discussed with the validity time with the prediction in the output message. The node requesting a prediction, itself, knows the necessary duration of prediction, and then it indicates the other node the start time and end time of prediction. If the request message does not involve the validity time, the node reporting node will report the prediction based on the periodicity but these are not necessarily prediction for the time range required by the requesting node. 
Observation 4-1: The node requesting a prediction, itself, knows the necessary duration of prediction, and then it indicates the other node the start time and end time of prediction.
Prediction information would be reported periodically, which implicitly indicate the validity time. Regarding the validity time for the prediction information, we propose to introduce the start time or duration or end time as validity time in the request message that request the related AI/ML information. There are two options to define the indication time in the request message:
· Option1: Start time and duration
· Option2: Start time and End time
Both option are OK. Option 1 are preferred. In this way, the NG-RAN node will consider the configuration of start time or duration, and report the prediction information in the validity time. Following are the potential structure of the start time and duration time, and this IE can be carried in the request message optionally.
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This IE contains the start time and/or duration for the validity time for AI/ML related information.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	Start Time
	O
	
	Relative Time 1900
9.2.36
	

	Duration
	O
	
	INTEGER (0..90060, …)
	Unit: seconds



Proposal 4-1: Introduce configuration of the start time and duration in the request message to represent the time window of the information.

2.5 Enery Saving Metrics
In the last meeting, there are two options to define the EE metrics: 1) Detailed Energy Efficiency metric 2) Abstract metric based on a qualitative encoding. From our perspective, energy saving use case is a system-level optimization, and currently there is the definition in TS28.554 to use the computation of DV over EC. The definition of energy efficiency in TS28.554 can be regarded as a baseline for energy efficiency. And whether to define a new metric like energy efficiency score or energy efficiency state is out of AI/ML WI’s scope.
Proposal 5-1: Whether to define a new metric like energy efficiency score or energy efficiency state is out of AI/ML WI’s scope.
The corresponding TP [2] to 38.420 and 38.423 are provided.
Conclusion
We propose the following observations and proposals:
Resource status prediction
Observation 1-1: Current Resource Status Reporting procedures just supports to transfer the current resource status by one-shot reporting or periodic reporting.
Observation 1-2: Current reporting mechanisms does not support to report the historical resource status.
Proposal 1-1: Define the new procedure for the input information, e.g., historical resource status. The name of the new procedure of the input information is AI/ML DATA COLLECTION PROCEDURE, including request message, response message, and report messag
Proposal 1-2: The information type “Historical resource status” should be indicated in the request message to retrieve the historical resource status from other NG-RAN node.
Proposal 1-3: Introduce the Historical Resource Status Item to carry a set of historical information during the requested duration.

UE trajectory prediction
Observation 2-1: Extend the legacy handover procedure to carry AI/ML related information may cause latency.
Observation 2-2: Current handover preparation procedure is used to transfer the UE information for a single UE. 
Proposal 2-1: Predicted UE trajectories may be the predicted trajectories of group of UEs, which should be transferred to the target NG-RAN node for subsequent optimization.
Proposal 2-2: The new procedure for AI/ML predicted information can be used to carry the predicted trajectory of group of UEs.
Proposal 2-3: The structure of UE trajectory List IE involves the Global NG-RAN cell Identity.
Proposal 2-4: UE location information (e.g., coordinates) as input information is used to train cell-based UE trajectory, and the MDT for collecting UE continuous location information should be enhanced.

Feedback
Proposal 3-1: The node receiving prediction could achieve the accuracy based on the actual measurements.
Proposal 3-2: Use the new procedure for AI/ML feedback information to transfer the actual measurements. 
Proposal 3-3: Introduce the time window in the request message for the procedure used for AI/ML feedback information to guarantee the time window for actual measurement and prediction is simila
Proposal 3-4: Define the new procedure for AI/ML feedback information to transfer the actual information used for performance evaluation.
Proposal 3-5: It is up to implementation that the UE context won’t be released until the new AI/ML feedback procedure is finished.

Indicating time in the request message
Observation 4-1: The node requesting a prediction, itself, knows the necessary duration of prediction, and then it indicates the other node the start time and end time of prediction.
Proposal 4-1: Introduce configuration of the start time and duration in the request message to represent the time window of the information.

Energy Saving metrics
Proposal 5-1: Whether to define a new metric like energy efficiency score or energy efficiency state is out of AI/ML WI’s scope.
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