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Introduction
During the last RAN3 #117bis-e meeting, the FFSes were captured:
Study the scenarios, issues and solutions to support the continuous data collection within a period for AI/ML via MDT.
More clarification on granularity of UE selection are needed in the next meeting.
FFS on whether source NG-RAN node obtains the feedback of UE trajectory prediction
In this contribution, we further discuss whether MDT enhancement is needed or not.
Discussion
It was proposed to study the scenarios, issues, and solutions to support continuous data collection in the RAN3 #117bis-e meeting. 
Based on our understanding, the requirement for such consecutive UE information collection is only valid for Model Training, where the model needs to be built based on massive data in order to achieve an accurate performance level.
For offline training, the AI/ML model can first be trained and validated offline, and then be deployed at the network side. The model can be trained based on the existing historical data collected from UEs. There’s no need to enhance MDT procedure for offline training data collection.
[bookmark: O4]Observation 1: For offline training, MDT procedure enhancement is not necessary, as a model can be built and trained based on the existing historical data collected.
For online training, there are two cases: (1) continuous training based on offline trained/validated model; (2) building a new model based on online data. 
For the first case, the continuous online training can be event triggered (e.g. model performance feedback), where the online training is based on the data collected during a certain period before the event is triggered. Alternatively, it can also be trained in real-time, e.g. each iteration of model training is triggered once there’s data received at Model Training. In this latter scenario, data is used by Model Training in a real-time manner and there is no need to collect data consecutively. 
Observation 2: Retraining or improving a model by online data does not require consecutive data collection that requires MDT enhancement.
For the second case, building an AI/ML model from scratch requires massive historical data and consecutive data. However, if by online training, then it would require many UEs to report massive historical data simultaneously to the network, which may lead to RAN overload and could impact the normal services provided to the UEs. 
Additionally, as captured in [1]:
	An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the
Model Training function before deployment.


If we build and train a new model based on online data, then according to the above requirement captured in [1], such online trained model should perform model validation and test before it is deployed. However, from our understanding, validation and testing cannot be achieved in real-time manner. 
[bookmark: O5]Observation 3: Building and training a new model from scratch by real-time online data could lead to RAN overload and impact the normal services. Moreover, this doesn't look feasible as from our understanding the requirement of model validation/testing (captured in TR 37.817) cannot be done in real-time manner. 
Based on above observations, we think there is no case that requires enhancements of the existing MDT and RRM measurement procedures for AI/ML data collection in NG-RAN.
[bookmark: P3]Proposal 1: The existing MDT and RRM measurement procedures are re-used for data collection for AI/ML in NG-RAN without further enhancement.
Conclusion
In this contribution, we discussed the new procedure used for AI/ML information.
We propose the following observations and proposals:
Observation 1: For offline training, MDT procedure enhancement is not necessary, as a model can be built and trained based on the existing historical data collected.
Observation 2: Retraining or improving a model by online data does not require consecutive data collection that requires MDT enhancement.
Observation 3: Building and training a new model from scratch by real-time online data could lead to RAN overload and impact the normal services. Moreover, this doesn't look feasible as from our understanding the requirement of model validation/testing (captured in TR 37.817) cannot be done in real-time manner. 
Proposal 1: The existing MDT and RRM measurement procedures are re-used for data collection for AI/ML in NG-RAN without further enhancement.
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