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 Introduction

CB: # MBS3_RRCInactive

- Factors (existing or additional, based on SA2's inputs) for gNB to decide which MBS sessions and/or UEs to be released into RRC_INACTIVE state for multicast reception?

- UE mobility and service continuity in RRC_INACTIVE (e.g., based on RAN2 progress, whether to define the multicast reception area that one UE can stay in RRC_INACTIVE and continue the multicast reception without state transitioning)?

- F1AP impacts to support RRC_INACTIVE reception of multicast data?

- Potential coordination with RAN2 (e.g., mobility, pros/cons observed from RAN3 perspective on the delivery method)?

- Whether counting mechanism should be enhanced for Rel-18 multicast?

- Capture agreements and open issues

- Provide TPs if agreeable

(ZTE - moderator)

Summary of offline disc R3-225922
 For the Chairman’s Notes

//to be added.

 Discussion in phase 1
The discussion expects to cover following tdocs. 
	[1]
	R3-225337
	Multicast reception in RRC_INACTIVE state (TD Tech, Chengdu TD Tech)
	discussion

	[2]
	R3-225339
	Enhancements to support Multicast reception by UEs in RRC_INACTIVE state (Qualcomm Incorporated)
	discussion

	[3]
	R3-225379
	MBS Inactive Reception (NEC)
	discussion

	[4]
	R3-225380
	CR for RRC_INACTIVE MBS interested indication in 38.473 (NEC)
	CR1038r, TS 38.473 v17.2.0, Rel-18, Cat. B

	[5]
	R3-225451
	On support of multicast reception in RRC_INACTIVE state (Ericsson)
	discussion

	[6]
	R3-225465
	Discussion on MC support for RRC Inactive (Samsung R&D Institute UK)
	discussion

	[7]
	R3-225534
	Information needed at gNB to enable multicast RRC inactive delivery mode (Nokia, Nokia Shanghai Bell)
	discussion

	[8]
	R3-225663
	(TP to TS 38.300 BL CR) Multicast Reception for RRC_INACTIVE state Ues (Huawei, CBN)
	other

	[9]
	R3-225725
	Discussion on multicast over RRC INACTIVE (CATT)
	discussion

	[10]
	R3-225798
	Multicast Reception in RRC_INACTIVE state (CMCC)
	discussion

	[11]
	R3-225854
	Multicast reception in RRC_INACTIVE (ZTE)
	discussion

	[12]
	R3-225497
	PTM configuration for multicast reception in RRC_INACTIVE (Lenovo)
	Discussion
Move to 15.3

	[13]
	R3-225498
	Mobility and state transition for multicast reception in RRC_INACTIVE (Lenovo)
	Discussion
Move to 15.3

	[14]
	R3-225533
	Feedback to SA2 on FS_5MBS_Ph2 Progress (Nokia, Nokia Shanghai Bell)
	

	[15]
	R3-225660
	Consideration on SA2 LS on FS_5MBS_Ph2 progress (Huawei, CBN, China Unicom)
	

	[16]
	R3-225445
	On SA2 LS on FS_5MBS_Ph2 progress (Ericsson)
	


Note 1: some of the discussion is skipped in this CB, e.g., issues out of RAN3 scope (UAC, Uu config to allow UE to resume RRC connection, cell re-selection mechanism, PDCP entity handling during mobility), or avoiding duplicated discussion. 

Note 2: part of the contributions are from 15.1 while the content itself is about RRC_INACTIVE that overlaps with tdocs in 15.3. therefore those tdocs are also taken into account in the discussions for the related topics.
// Comments are welcome though if there are any RAN3 issues left out in this summary.

 General

 Scenarios
One company suggested adopting RAN2 scenarios into RAN3 discussion [10]:
Proposal 1: RAN3 should consider both scenarios:  

1) A UE which is receiving multicast in RRC_CONNECTED state transitions into RRC_INACTIVE state and continues the multicast reception.

2) An RRC_INACTIVE UE which has already joined the multicast session starts the multicast reception upon receiving the session activation without going to RRC_CONNECTED state.

Question 1: Do you agree with above proposal on the scenarios to be considered?

	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Group paging

Moderator notices that group paging is brought up by company contributions, while it is also well being covered in the ongoing RAN2 discussion (Report of [Post119-e][610], R2-2210068) since Aug meeting. To avoid duplicated discussion that may even result in contradiction, this section will be for information only. 

No proposal/questionnaire for discussion is made for the submitted tdocs, although companies have distinctly different views on some of the issues:
How should network utilize paging in case of congested scenarios for mission critical services, with detailed analyses of the timeline on congestion and corresponding network behaviour [5]. // Such informative tdocs contribution should always be highly appreciated.
Whether group paging should be enhanced (e.g., during events like session activation, deactivation or release) to reduce the frequency of RRC resume procedure, thus to ease the network congestion [1, 2, 5, 8]
 QoS support 
In the LS from SA2, it was asked about the QoS for multicast reception in RRC_INACTIVE, more specifically, whether there are significant differences in the quality and reliability of the reception of MBS data between UEs in RRC Connected state and UEs in RRC Inactive state.
Q1: SA2 would also like to understand:

a) If there are significant differences in the quality and reliability of the reception of MBS data between UEs in RRC Connected state and UEs in RRC Inactive state

b) If it is possible, as part of the same MBS session, to have some UEs receiving in RRC Connected state, while other UEs receiving in RRC Inactive state

c) If the answer to b) is yes, will a UE incur MBS data loss while transitioning (under NG-RAN control) between RRC Connected state and RRC Inactive state in the middle of MBS data session? If yes, how long can the reception outage be?

d) Whether the existing QoS parameters of MBS QoS Flow(s) are enough or some additional parameter is needed for NG-RAN to differentiate different MBS session and UE, which can be used by NG-RAN to decide how to deliver the MBS data. 

Companies have different views.
QoS for Multicast reception in RRC_INACTIVE, due to the lack of the reliability mechanism in RRC_CONNECTED, e.g., L1 feedback, might be compromised [2, 7, 8].
On the other hand, companies [1, 5, 11] assume the same QoS shall be applied to the multicast services, or QoS shall be guaranteed even for UE in RRC_INACTIEV, network could take measures to make sure the same QoS is applied, e.g., 
according to contribution [5], "UEs in bad coverage would return to RRC_CONNECTED to allow guaranteeing higher levels of QoS".  
company [11] further argues that the QoS can be compromised if network allows so, e.g., alternative QoS with compromised QoS. In such case, reusing alternative QoS for PDU session could work to offer a compromised QoS for gNB. However, whether alternative QoS is a prerequisite will be another question. Meanwhile, how is UE able to evaluate the QoS is suggested to be fixed in RAN2 [1, 5], which won't be covered here.
Question 2: Should there be a significant difference between Multicast data reception quality and reliability for RRC_CONNECTED and RRC_INACTIVE state UEs? 
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

If not, should alternative QoS be applied to Rel-18 Multicast? E.g., a compromised QoS can be provided to RAN from 5GC through alternative QoS?

Question 3: should alternative QoS be applied to Rel-18 Multicast? E.g., a compromised QoS can be provided to RAN from 5GC through alternative QoS.
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Scalability
This has been mentioned in a few contributions that, scalability is important especially for mission critical services. Also scalability is one of the main motivations for the WID, to offer or continue offering the service while cell is congested. A general guideline might be needed to reflect such requirement, and it might be useful especially when RAN3 faces blocking issues [11]. 

Proposal: Prioritize scalability in multicast reception for UE in RRC_INACTIVE in RAN3 design.
Question 4: Do you agree with this proposal?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Counting mechanism

Companies [3, 7] suggest that counting mechanism shall be enhanced to achieve network awareness of UE distribution, e.g., 

UE distribution is concentrated in specific cells due to mobility, this makes the allocated resources in some less congested cell not justified. 

Upon session activation, network might want to know UE distribution.

Such awareness might help with network paging strategy.
Company further suggested that such counting shall be initiated by RAN and specifically, gNB-DU [3].
Moderator suggests a discussion on whether counting mechanism is needed or not first.
Question 5: Do you agree that counting mechanism shall be introduced for Rel-18 multicast to enable network awareness of RRC_INACTIVE UEs' distribution?

	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Factors to enable multicast reception in RRC_INACTIVE.
On how does NG-RAN decide to release UEs receiving multicast services to RRC_INACTIVE state, we have the following RAN3 progress from 117-e meeting:
loads on rach or cm_connected state ue context storage may be factors when evaluating solutions, but they are not the only key factors. load on rach should be evaluated in ran2 first.

many key factors (e.g., loads on rach, cm_connected state ue context storage) should be evaluated in ran2 first.
It is the common understanding that the following information, among others, may be taken into account by the gnb when deciding to enable ues receiving multicast in rrc_inactive state: 
a) the capability of ue (of whether support the mode “multicast over rrc inactive”);
b) the rel-17 multicast context, e.g. the qos parameters not associated to any specific ue;
c) parameters available at the local gnb without enhancement on interfaces, e.g. cell load.

Whether and which additional information (e.g. per MBS session level assistant information from 5GC, per-UE preference on multicast over RRC_INACTIVE) is needed by the gNB is FFS
 Existing QoS info
A common understanding is that at least existing QoS info of the multicast session can be utilized for network decision, for example [2, 5, 11]
Session level:

- QoS parameters and priority (e.g. 5QI values for mission critical sessions (65, 67, 69, 70), and Packet Error Rate, see 23.501)

- Expected UE Activity Behaviour

UE level: 

- Data inactivity

- UE measurement reports (good coverage and stationary)

- Expected UE Activity Behaviour

Therefore above information can be the baseline for network decision.
Proposal: As the baseline, NG-RAN uses existing information e.g., 5QI, , PER, ARP, expected UE Activity Behaviour, etc., to decide which MBS sessions and/or UEs to keep in RRC_CONNECTED vs. release into RRC_INACTIVE state.
Question 6: Do you agree with this proposal?

	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Additional info
Additional info from 5GC are considered to be helpful by various companies.

There might be per session assistant information, e.g., indicator or recommendation on whether multicast reception in RRC_INACTIVE is (not) allowed. [7, 9, 10]. 

Or there can be per UE information: whether a UE is allowed to receive Multicast data while being in RRC_INACTIVE state [2], Priority users (e.g. team leader, such that it should remain in RRC_Connected, high-priority mission critical users to be kept in RRC_CONNECTED for quickly having the floor to speak), or Active users (e.g. users that request the floor a lot) [5], privileged UEs which should remain RRC_connected [7].
note: UE report on Uu (e.g., UE preference, UE capability,  power constraint, UE location, UE velocity and RSRP value, etc.) will be of RAN2 issue, and won't be covered here.

Companies are invited to input on the following question:
Question 7: Whether additional information is needed for network to decide which multicast session or which UE is to receive the multicast session in RRC_INACTIVE. If yes, which other assistance information (per session or per UE) from 5GC is essential?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Mobility for UE in RRC_INACTIVE

In last RAN3 meeting it was agreed RAN3 could start its work on mobility taking into account RAN2 progress, and coordinate with RAN2 is needed.

RAN3 can discuss the mobility taken into account the progress in RAN2 and coordinate with RAN2. 
Discussion is structured to reflect companies views and above agreements:
Mobility scenarios. Mobility scenarios defined by RAN2 is to be discussed and adopted in RAN3.
Multicast RAN area. A good terminology will help ease RAN3 discussion (if done right).
Evaluation on PTM configuration method, and coordination with RAN2. PTM configuration method is of course RAN2 issue. However RAN3 expertise on mobility is needed which is also reflected in RAN2 agreements that RAN3 impacts is FFS.
 Mobility scenarios
RAN2 made such decision in 119-e meeting that:
Multicast service continuity after cell reselection in RRC_INACTIVE state (i.e. without resuming RRC connection) will be supported (if the configuration of the new cell is available for the UE). FFS whether there are cases where the UE needs to resume the connection. FFS RAN3 impacts due to inter-gNB mobility.

RAN2 assumes cross cell mobility is possible, i.e., UE is able to continue the multicast reception after cell re-selection without RRC state transitioning, if the configuration of the new cell is available to the UE. 
Companies think the following scenario shall be supported in RAN3 as well for the mobility discussion [1, 2, 10, 11]: 

UE is able to continue multicast reception without RRC state transitioning after cell reselection in RRC_INACTIVE state (if the configuration of the new cell is available for the UE).
The rational are listed as below:

Not allowing such mobility in RRC_INACTIVE mode would causes overhead signaling and high UE power consumption (e.g., if UE always resumes RRC_CONNECTED after cell re-selection), such that the purpose of RRC_INACTIVE state will be defeated

RAN2 made such decision that such scenario could be supported.
For the best flexibility, this scenarios is suggested to be discussed in RAN3. After all, if network thinks it is not needed, network can always configured UE to resume RRC_CONNECTED immediately after any cell re-selection, e.g., by indicating an RNA area of one single cell.
Proposal: RAN3 to support the service continuity scenario, that UE is able to continue multicast reception without RRC state transitioning after cell reselection in RRC_INACTIVE state (if the configuration of the new cell is available for the UE).

Question 8: Do you agree with above proposal?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 Multicast RAN area
# definition of such multicast RAN area
In such cells, multicast data is being provided or to be provided for UE in RRC_INACTIVE, therefore no RRC state transitioning is needed. Such cells should be known to both UE (RAN2 issue) and network that UE won't trigger RRC resumption after cell re-selection. 
From network (i.e., RAN3) perspective, coordination might be needed to support such scenario. It is natural to define such area (multicast reception area, multicast RAN area, or any other naming) that in which UE is able to continue multicast reception without RRC state transitioning in the re-selected cell [1, 2, 11]. It is also suggested that reception of distribution of multicast service covers the area defined by multiple cells geographically should be supported [11]. "Furthermore there is a need to explicitly indicate the area where the PTM config is applicable, i.e. enable the UE to perform cell re-selection based mobility without resume and continue PTM reception" [5]. 
There are company views [10] that such definition is not needed or down-prioritized since the detailed solutions depends on how PTM config is delivered to UE, for dedicated signaling method (option 1) such concept shall be known to UE; for broadcast signaling (option 2), UE might not need to know whether the newly re-selected cell is part of such "area".

From moderator perspective, it is beneficial to have such idea,

from RAN3 perspective, we might still need to evaluate whether there are any spec impacts even if option 2 (broadcast signaling based PTM config delivery) is adopted. It might be transparent to UE (which however shall be determined by RAN2). And it is RAN3's job to evaluate whether inter DU or CU coordination are needed, which we will encounter in later sections.
at least for discussion or evaluation, otherwise, we might have to repeatedly quote the scenario "UE is able to continue multicast reception in RRC_INACTIVE, i.e., without RRC state transitioning in the re-selected cell." Good terminology is beneficial for the discussion itself if done correctly.
In later discussion, we suggest following the terminology of multicast RAN area suggested by [2], at least for the purpose of evaluation in case of the uncertainty of RAN3 impacts.
Proposal: RAN3 to define "multicast RAN area" (at least for the purpose of evaluation), in which UE is able to continue multicast reception in RRC_INACTIVE, i.e., without RRC state transitioning in the re-selected cell.

Question 9: Do you agree with above proposal?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

# multicast RAN area characterization
## compared to per UE RNA area
If the above scenario/multicast reception area is defined, how could it be characterised? 

For a legacy UE that is released to RRC_INACTIVE, it does not resume to RRC_CONNECTED state unless paged or the re-selected cell is not in the RNA area. 

For UE who is receiving multicast data in RRC_INACTIVE, UE will have to resume RRC_CONNECTED state if the PTM configuration is not available to UE, or it moves out of the multicast RAN area.
Companies suggest such area shall be the sub-set of per UE's RNA area, e.g., as subset of cells within RNA or all cells within RNA as configuration choice [2]. While another suggest it could be equal to per UE's RNA area [7]. While [5] suggests FFS to which extend the cells in ran-NotificationAreaInfo can be re-used. In [9], it is suggested that "It is hard to guarantee that every cell within the RNA is always transmitting the MC data. Making it mandatory will hinder the dynamicity of radio resource allocation."
It is reasonable to make such limitation: if such area is defined to be larger than one UE's RNA area, UE will anyway resume RRC connection once it is out of the RNA area even it is still in the multicast RAN area, and the left is network decision/control.
Question 10: Do you agree that the "multicast RAN area", if defined, shall be not larger than the per UE RNA area?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

## compared to one gNB
Companies further suggests that such multicast reception area shall be limited within one single gNB due to the following factors. [7, 11]
The UP architecture of the Rel-17 multicast distribution tree, which was updated based on the 5GC's awareness of one UE's reachability. while if the multicast RAN area consists of more than one gNB, it asks that multicast distribution tree is setup for an area, since it might happen that all UEs are actually receiving the multicast data in another gNB. Tight coordination is needed between gNB. Coordination on Xn about the setup and release of the transmission tunnel (or Xn-U), the context for released UEs/multicast services. [11]

UE shall resume RRC_CONNECTED state before re-selecting to a new target gNB, i.e., HO shall be taken under network control instead of cell re-selection [5]. It was further suggested RAN2 should be liaised for providing RRC signalling means to cause UEs to resume and perform handover before re-selecting a neighbour gNB's cell.

Companies are invited to provide your inputs on such limitation.
Question 11: Do you agree that the multicast RAN area, if defined, shall be no larger than one gNB?

	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

 PTM configuration coordination.
Meanwhile, service continuity mechanism depends on RAN2 choices on which option to delivery the PTM configuration to UE. In RAN2 1190e meeting, it was agreed that,

For PTM configuration delivery, RAN2 further investigates the following solutions:

Option 1: Dedicated signalling

Option 2: Solution based on SIB+MCCH

We do not preclude some “mix” of the options

For different options, it brings different RAN3 impacts to support the mobility scenarios. Companies suggest [7, 8, 9, 11] that a comprehensive study of RAN3 impacts from the above two options can be carried out, and RAN3 shall provide the study result to RAN2 to help make the final decision on PTM configuration delivery method. 
# option 1

PTM config among neighbouring cells shall be coordinated to support the mobility scenario defined in section 3.3.1, and in following cases UE does not need to resume RRC connection to fetch the PTM config in the re-selected cell [2]:

the PTM config of neighbouring cells can be different but sent to UE in advance, e.g., before UE is released to RRC_INACTIVE [13]. This might lead to huge radio signaling impact every time PTM configuration changes as indicated by [7].

the PTM configuration among cells are configured as the same (which however can be hard to converge, as the configuration is controlled by gNB own in a distributed way currently [8]). 

a fast PTM configuration update without entering RRC_CONNECTED state can be supported as indicated by [13], there are still RACH procedures that can not be avoided though.

Such coordination is needed for inter DU or even inter gNB cases from RAN3 perspective [2, 7, 8, 10, 11], e.g.,

spec work on Xn interface or F1 interface. 

the coordination may happen frequently in cases of removal/adding cells, stop/start, PTM config update. 

controversial to let one gNB or DU decide the configuration of another gNB or DU. There might be conflicts as well when there are already existing PTM configurations. 

# Option 2

There is no strong need for the coordination of PTM configurations [8] or "virtually no impact" to RAN3 [9], as the configuration can be received through broadcast MCCH channel according companies' view. If RAN2 thinks it is needed to let UE be aware of such area, it is the area information that should be delivered to UE instead of the PTM config itself. Such light coordination, if needed, is quite limited compared to option 1.

The security concern was raised in [2] for option 2, which however is being discussed in RAN2.
There are other potential benefits for option 2 as suggested in [7], which however needs further evaluation whether UE needs to resume RRC connection in case of a deactivated multicast session. 
# RAN3 observations

Based on the analysis above, companies have observed that option 1 brings significant spec impacts to network interfaces compared to option 2. 

Therefore moderator invites companies further input on the following observation.
Question 12: Do you agree that option 1 (dedicated RRC signaling) brings significant spec impacts to network interfaces compared to option 2 (broadcast signaling, e.g., SIB/MCCH)?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

# coordination with RAN2 on the PTM configuration delivery method
Companies suggest that coordination with RAN2 [7, 9], e.g., LS to RAN2, is needed. 

Rel-18 NR MBS design on how to enable multicast reception in RRC_INACTIVE is, again, an systematic issue that needs tight cross WG coordination, especially mobility case that could affect design on Uu. RAN3 117-e agreement also asked for necessary coordination with RAN2:
RAN3 can discuss the mobility taken into account the progress in RAN2 and coordinate with RAN2. 
Based on such, it is reasonable to do so in following two steps:

1/ RAN3 to discuss whether LS to RAN2 is needed, the content will be RAN3's observations on impacts brought by different PTM config delivery options (option 1 and option 2)
2/ if agreed, RAN3 starts drafting the LS based on the CB summary in this section, note that in [9] a draft is provided.
Proposal: LS RAN2 about RAN3 discussion on RAN3 impacts from the PTM delivery method.

Question 13: Do you agree to LS RAN2 about RAN3 discussion on RAN3 impacts from the PTM delivery method? If agreed, RAN3 starts drafting the LS.
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:
 Multicast context management
Besides the issues discussed in above sections, there are a few multicast context management issues identified:

Whether to keep at least one UE is in RRC_CONNCETED in the concerned cell

F1AP design.

 whether at least one UE in RRC_CONNECTED.
Companies [6, 8] suggested that at least some UE is in RRC_CONNECTED, therefore Rel-17 mechanism for context management inside RAN can be reused as much as possible, i.e. no extra enhancement is foreseen.

Question 14: Do you agree, that gNB provides multicast service for inactive UE in the cell where at least one connected UE receiving the multicast service exist, and reuse Rel-17 mechanism to manage the multicast session context?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:
 F1AP design for RRC_INACTVE reception

Company wanted to confirm there is no UE context after being released [9]. Moderator think there is no need to repeat the basic framework here, to reconfirm any legacy feature.

More discussions on how multicast session context is managed in case of multicast reception for UE in RRC_INACTIVE were touched by a few contribution.
Companies suggest that regardless of the PTM config delivery method, PTM transmission shall be kept at gNB-DU, e.g, in [3]
Proposal 2: Rel_18 MBS supportive gNB-DU should be configured to schedule PTM transmission all the time regarding the particular MBS session in Rel_18 MBS for all RRC_INACTIVE UEs. 

While in [8], it was also suggested that:
Proposal 8: the gNB-DU shall keep the PTM transmission when providing multicast service to inactive UEs.
A general principle is, the PTM transmission of course shall be continued regardless of UE's RRC state.

Proposal: gNB-DU shall keep the PTM transmission when providing multicast service to RRC_INACTIVE UEs (whose context is released at gNB-DU).

Question 15: Do you agree with the above proposal?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:

Still, detailed F1AP design depends on how PTM configuration delivery method is adopted by RAN2, e.g., if it is option 2 (MCCH based), reusing Rel-17 F1AP for broadcast session might have the least spec impacts. 

Companies [8, 11] suggests that detailed F1AP design is pending on RAN2 decision for PTM configuration delivery method. The related BLCR is suggested not to be adopted at this meeting [4].
Proposal: Detailed F1AP design is pending on RAN2 decision for PTM configuration delivery method.

Question 16: Do you agree with the above proposal?
	Company
	Yes/No
	Comment

	
	 
	

	
	
	

	
	
	


// summary to be added:

 TP to TS 38.300

There are two TPs to stage 2 spec were also provided. 
// from [7]
16.10.5.x
Multicast Reception for UEs in RRC_INACTIVE State

Editor’s Note: Support for Multicast reception in RRC_INACTIVE state to be covered here.

The following key principles applies to multicast reception in RRC_INACTIVE state:
-
xxx (FFS);

-
xxx (FFS).
16.10.y
MBS Reception in RAN Sharing Scenario

Editor’s Note: Support for Enhancement to improve the resource efficiency for MBS reception in RAN sharing scenarios to be covered here.

// from [8]
-----------------Start of the Changes-------------------
16.10.5
Multicast Handling

>>> skip unchanged part
16.10.5.X Multicast Reception in RRC_INACTIVE mode

The MBS multicast may also be received by the UEs in RRC_INACTIVE state, the gNB makes the decision on whether to move a UE to RRC_INACTIVE mode to receive a multicast service, based on e.g. the QoS parameters of the service, the UE radio capability, cell load, etc. 
-----------------End of the Changes-------------------
It is suggested the content of the two TPs can generally be agreed as baseline, and wordings can be enhanced according to the agreements.

Proposal: Agree with the two TPs provided in [7, 8], refine the wordings if needed (e.g., based on the agreements of this CB).
Question 17: Do you agree with the above proposal?
	Company
	Yes/No
	Comment

	
	
	

	
	
	

	
	
	


// summary to be added:
