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1. Introduction
In RAN#94, it was agreed to establish a new SI: Study on enhancement for resiliency of gNB-CU-CP [2], and it was also agreed to start the study from RAN3#117e. In this document, we tried to have detailed analysis on this topic, with some suggestions proposed for further discussions. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
This intention of this SI is to study failure scenarios, based on the current NG-RAN architecture where a single logical gNB-CU-CP is connected to multiple logical gNB-DUs and logical gNB-CU-UPs, since failures at the gNB-CU-CP may cause interruption of UP traffic and disconnection of UEs, and the objective is as follows:
· Study and identify failure scenarios associated with the gNB-CU-CP, based on the current architecture for the NG-RAN.
The rest of this paper tries to discuss the current status on how to deal with the network node failures, and to have further suggestions and proposals. 
3. Discussion
3.1 Failure scenarios
Since the objective is to study and identify failure scenarios associated with the gNB-CU-CP, based on the current architecture, and this architecture is illustrated in 38.401 [1] as follows:


Figure 3.1-1 Overall architecture for separation of gNB-CU-CP and gNB-CU-UP
As we know that the intention of separating gNB-CU-CP from gNB-CU-UP (called CP/UP separation) is to allow the handling of user plane could be centralized, while at the same time gNB-CU-CP could also be realized in a virtualized way. Pure technically, gNB-CU-CP as a logical node, could be deployed in different way which is up to operator and vendor’s strategy, e.g. could be software plus dedicated hardware within a physical box or, could be software instance run over virtualized environment (generic hardware). With this understanding, the failure anyway would happen either to software or to hardware which would finally lead to the unavailable of gNB-CU-CP; in addition, power is also a main factor causing failure.
Observation 1: the failure scenarios could be software failure, hardware failure or power down.
3.2 Existing mechanism
Actually the handling of failure case, for the purpose of resiliency for gNB-CU/gNB-CU-CP, was discussed in the beginning. Standard-wise, it is the common understanding and also a principle that one gNB-DU could be connected to one gNB-CU/gNB-CU-CP only, the reason is simple, the relationship between gNB-CU/gNB-CU-CP and gNB-DU is kind of controller and executor, it is technically not correct for a gNB-DU to receive order/command from multi controllers, but the real time recovery from failure case may require de facto existence of gNB-DU’s parallel connection to more than one gNB-CU/gNB-CU-CP, i.e. kind of live connection to another gNB-CU/gNB-CU-CP, so that this another gNB-CU/gNB-CU-CP could take over timely and seamlessly in case of failure, which is highly dependent on proprietary implementations, thus there is a NOTE introduced in 38.401 as follows:
NOTE:	For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation.
Observation 2: Current RAN spec already addressed resiliency issue, taking both implementation and standardization factors into account.
As we could also noticed that there is also standardized mechanism for AMF recovery, which could be seen from 38.413 and 23.501. In 23.501, it specifies as follows:
[bookmark: _Toc20150033][bookmark: _Toc27846832][bookmark: _Toc36187963][bookmark: _Toc45183867][bookmark: _Toc47342709][bookmark: _Toc51769410][bookmark: _Toc59095762]5.21.2.3	Procedure for AMF Auto-recovery
In order to try and handle AMF failure in a graceful manner (i.e. without impacting the UE), AMF can either back up the UE contexts in UDSF, or per GUAMI granularity in other AMFs (serving as backup AMF for the indicated GUAMI).

While in 38.413, for some interface management messages, e.g. NG setup procedure, AMF could provide a Backup AMF Name for the RAN node to reselect a new AMF in case the serving AMF fails.
As we could see that this backup mechanism assumes that UE will not be impacted, technically it is possible since RAN could still serve a UE with service ongoing while trying to reselect to backup AMF at the same time (assuming no failure to user plane), but this assumption doesn’t stand for RAN side, since UE will lose RRC connection once gNB-CU-CP fails, and UE will be dropped immediately, needless to say that a gNB-CU-CP also controls many gNB-DUs, in charge of mobility handling and RRM function which requires timely and dynamically update of UE contexts.
Observation 3: The backup mechanism for AMF recovery could not be reused in RAN side.
One thing has to be drawn attention here is that, why disaggregation architecture was proposed and finally agreed, it is because virtualization has been recognized as a very important implementation technology, and a central unit, taking advantage of virtualization technology, could maximize the resource usage in a scalable and resilient way. With this technology, gNB-CU-CP is typically operated as software instance over generic hardware resource, such virtualization techniques enables to immune to a single point hardware failure since software instance could be scheduled to run over another hard resource, which is actually one of major claimed benefits brought by virtualization, i.e. .
Observation 4: The architecture of central unit and distributed unit, motivated by virtualization technique, can naturally deal with logical node failure.
With all the observations above, it seems that, in case of gNB-CU-CP failure, there is nothing more to be done in addition to existing mechanism. Thus, we propose that it is a reasonable to stick to current mechanism.
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A tentative TP could be seen in [3].
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Based on the discussion in this paper, we reach the following observations and propose the following:
Observation 1: the failure scenarios could be software failure, hardware failure or power down.
Observation 2: Current RAN spec already addressed resiliency issue, taking both implementation and standardization factors into account.
Observation 3: The backup mechanism for AMF recovery could not be reused in RAN side.
Observation 4: The architecture of central unit and distributed unit, motivated by virtualization technique, can naturally deal with logical node failure.
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