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Introduction
During Rel-17, AI/ML based network energy saving and mobility optimization were studied in [1], in which several potential solutions and input/output/feedback information have been summarized. 
In the companion contribution [2], the common aspects of all three AI/ML based use cases are discussed. In this contribution, we focus on stage-2 issues specific for AI/ML-based network energy saving and mobility optimization. 
Discussion
[bookmark: P1]Support for AI/ML based network energy saving
From Rel-17 SI [1], AI/ML based network energy saving use case is originated from network energy saving in SON, and aims to solve the inaccurate/wrong switching-off of the cells due to inaccurate cell load prediction, conflicting system performance between the source and target NG-RAN nodes, which may lead to potential performance down gradation across the whole system. The key action generated by AI/ML based network energy saving is to decide energy saving strategy (e.g. turn on/off a cell) and handover decision. 
Observation 1: AI/ML based network energy saving is originated from the network energy saving use case in SON for which cell-level activation/deactivation was supported. 
In Rel-18, a new SI on network energy saving was agreed to be studied [3]. Different from SON network energy saving use case, the scope of this SI is to study how to achieve more efficient operation dynamically and/or semi-statically and finer granularity adaptation of transmissions and/or receptions. 
In fact, during Rel-17 SI [1], such finer granularity (e.g. activation/deactivation in symbol level, slot level, beam level, etc.) was discussed but not agreed as part of the output of AI/ML based network energy saving, because companies thought that finer granularity could be achieved by implementation without specification impacts or may need further involvement in RAN1/2. 
Technically, finer granularity can also be considered by AI/ML mechanism. However, without baseline solutions (i.e. without AI/ML support), we think supporting new solutions based on AI/ML could be challenging. The reason is because, the AI/ML model may not run accurately, and in such case, there should be a reliable solution that guarantees a certain performance and that the system can fallback to without relying on AI/ML techniques. Moreover, there should be a solution that can serve as "performance baseline" for AI/ML model training, validation and testing. From this sense, we think that the solutions for finer granularity network energy saving should be first studied in RAN1/RAN2 based on new Rel-18 SI that was mentioned above. While doing so, in our Rel-18 AI/ML for NG-RAN WI, RAN3 should deprioritize and avoid overlapping discussion with RAN1-led study on network energy saving.
Proposal 1: In our Rel-18 AI/ML for NG-RAN WI, RAN3 to deprioritize and avoid overlapping discussions with RAN1-led Rel-18 SI “Study on network energy saving”.
Support for AI/ML based mobility optimization
UE trajectory prediction
In Rel-17, whether UE trajectory prediction can be an external output from the AI/ML based mobility optimization was deferred to the normative phase [1]: 
	Note: Whether the UE trajectory prediction is an external output to the node hosting the Model Inference
function should be discussed during the normative work phase.


The UE trajectory prediction is to predict which target NG-RAN node would be a best selection. If the predicted UE location falls into the coverage of a neighbouring NG-RAN node, this NG-RAN node can be considered as a handover target for mobility optimization. The UE trajectory prediction is considered as a mid-term output, used by the source NG-RAN node for mobility decision. 
It was argued that the UE trajectory prediction accuracy can be further improved by exchanging the predicted UE trajectory between two NG-RAN nodes. However, to allow model performance improvement, comparison between predicted information and ground truth data is required at the network node having the Model Training function, so that the AI/ML model can be further fine-tuned based on the delta/gap. Sharing the predicted UE trajectory to the target NG-RAN node doesn’t help, because the comparison result was not agreed to be provided back to the source NG-RAN node during SI phase. Fine-tuning the UE trajectory prediction AI/ML model at the source NG-RAN node is not possible anyway. 
It was also argued that, by receiving the predicted UE trajectory, the target NG-RAN node can prepare and set suitable configurations to the UE expecting handover. However, the predicted UE trajectory is a still "prediction" ‒ we think that determining suitable configurations based upon such "predicted" location info could jeopardize the system if the forecast goes wrong, and in real deployments we are talking about many hundreds of UEs doing handover almost simultaneously. As a result, we think we should follow the legacy, i.e. configurations admitted by the target depends on radio channel conditions and available resources at the moment. The target may consider future resource status of its own, but it is better not to consider future locations of UEs attempting handovers due to potential failure of forecasts.
Observation 2: The target NG-RAN node that is selected based on the UE trajectory predicted by the source NG-RAN node doesn't need to know the predicted UE trajectory during HO preparation. 
[bookmark: _Ref85794494][bookmark: P2]Proposal 2: The UE trajectory prediction remains an internal output to the node hosting Model Inference function, without impacting specification.
Handover Prediction
In [1], only one target cell is selected for handover from the prediction output of AI/ML based mobility optimization. However, it is possible that a handover preparation failure can happen for the selected target, and if so, the source NG-RAN node needs to either perform Model Inference again or fall back to legacy handover procedure, which may incur extra delay or service interruption. If the model is able to generate multiple target cells as output from the beginning, such delay or interruption of repopulating another suitable target cell won't happen from the beginning.
Observation 3: Predicting multiple handover target cells as the output of AI/ML based mobility optimization can help reduce delay in case handover failure happens.
Additionally, we think that the estimated arrival probability, priority, handover execution timing and time window are suitable outputs when predicting handover target cells. These information have been already agreed as the output of AI/ML based mobility optimization for CHO, i.e. when predicting candidate target cells, and thus they are not something new that should be discussed and agreed. Moreover, we think that those information is useful for the source when down-selecting one target cell for handover among multiple predicted cells. 
Observation 4: The (1) estimated arrival probability; (2) priority; (3) handover execution timing and time window, for which have been already agreed as the output of AI/ML mobility optimization for CHO, are also useful in normal handover, i.e. useful for the source when down-selecting one target cell for handover among multiple predicted target cells. 
Proposal 3: For normal handover, the AI/ML model for mobility optimization produces multiple handover target cells, together with their (1) estimated arrival probability; (2) priority; (3) handover execution timing and time window.
Then, we think that the predicted handover execution timing is useful for the target as well, since the target is able to prepare resources for potential handover UEs in advance. Moreover, if some AI/ML model for other use cases is running in the target that can predict its future status, then the target may take its future status into account in deciding whether to accept the handover request or not, especially at the timing of the received predicted handover execution time from the source.
Observation 5: Providing the predicted handover execution timing to the potential target cell has the following advantages: 1) the target can prepare resources for potential handover UEs; 2) the target cell may take its future status into account for admission control, at the received predicted handover execution timing. 
Proposal 4: For normal handover, the source NG-RAN node sends the predicted handover execution timing in the handover request to the potential target cell. 
CHO
In [1], Model Inference of AI/ML based mobility optimization can also generate several CHO candidate cells, together with estimated arrival probability, confidence level, priority, handover execution timing, predicted resource reservation time window.
As part of the CHO candidate configuration, the above information can be transmitted to the candidate target in the conditional handover request for the UE(s). Based on the priority and/or confidence level information, the target can know the possibility of a UE’s handover. With the time window of the predicted resource reservation, the target can release the resources reserved for the predicted handover UE when that time window expires, which helps to improve resource utilizations at the target.
Proposal 5: The source NG-RAN node sends priority, confidence level and predicted resource reservation time window to the candidate target when requesting CHO for the UE(s). 
Since the confidence level affects the accuracy of all the prediction outcomes, it may be taken into account as the highest priority for admission control. For example, if the confidence level is low, the target may reject CHO directly without further evaluation, i.e. by sending a HANDOVER FAILURE message to the source NG-RAN node. 
Proposal 6: For CHO, the candidate target replies with the HANDOVER FAILURE message to the source NG-RAN node if the confidence level of the received CHO request is low.
Since for CHO the final cell for HO execution is selected by the UE, the above information (i.e. confidence level, priority, handover execution timing) can also be included in the CHO configuration towards UE over RRC signaling to assist UE’s CHO decision. 
Proposal 7: The source NG-RAN node includes the (1) confidence level; (2) priority; (3) handover execution timing in the CHO configuration to the UE.
In legacy CHO, the UEs selects the cell for HO execution based on the configured trigger event, i.e. CondEvent A3/A5, which are based on the measurement report for the corresponding cell. And it was left up to UE implementation which cell to choose to execute when several candidate cells are triggered simultaneously. In this case, we think that those  information (i.e. predicted priority and/or confidence level) could be used as a tie breaker, i.e. the UE selects one with higher priority or higher confidence level, which also represents more successful handover.  
Proposal 8: The confidence level and/or priority configured to the UE as part of CHO configuration should be used to break tie when several candidate cells are triggered simultaneously, rather than left up to UE implementation.  
Additionally, we think that the predicted handover execution timing should also be considered as a new conditional trigger event. With this, a UE could simply be made to perform CHO towards one candidate cell when its handover execution timing is met, without any measurement efforts.  
Proposal 9: Introduce “predicted handover execution timing” as a new execution condition for CHO.
And considering a predicted candidate cell could become invalid/less-optimal after its predicted execution timing, the UE could simply be made not consider the candidate cell when its handover execution timing expires.
Proposal 10: The UE should not select a CHO candidate cell for handover if its handover execution timing expires.
UE Traffic Prediction
As captured in [1], whether the UE traffic prediction is used internally or shared with the neighbouring NG-RAN nodes is left to normative work. 
	UE traffic prediction (will be used by the RAN node internally and the details are left to normative work phase)


For this, we believe there are some benefits of sharing the predicted UE traffic to the potential target:
1) The target can decide whether to reject or accept the UE’s predicted handover based on the predicted UE traffic and also considering its own current/future resource status (if available).
2) The target can prepare suitable resource reservations and configurations for the predicted UE handover, which can reduce waste of resources in the target node.
Proposal 11: The source NG-RAN node sends the UE traffic prediction to the potential target when requesting handover for the UE.
Conclusion
In this contribution, we discussed the stage-2 issues specific for AI/ML-based network energy saving and mobility optimization use cases.
We propose the following observations and proposals:
Observation 1: AI/ML based network energy saving is originated from the network energy saving use case in SON for which cell-level activation/deactivation was supported. 
Observation 2: The target NG-RAN node that is selected based on the UE trajectory predicted by the source NG-RAN node doesn't need to know the predicted UE trajectory during HO preparation. 
Observation 3: Predicting multiple handover target cells as the output of AI/ML based mobility optimization can help reduce delay in case handover failure happens.
Observation 4: The (1) estimated arrival probability; (2) priority; (3) handover execution timing and time window, for which have been already agreed as the output of AI/ML mobility optimization for CHO, are also useful in normal handover, i.e. useful for the source when down-selecting one target cell for handover among multiple predicted target cells. 
Observation 5: Providing the predicted handover execution timing to the potential target cell has the following advantages: 1) the target can prepare resources for potential handover UEs; 2) the target cell may take its future status into account for admission control, at the received predicted handover execution timing. 
Proposal 1: In our Rel-18 AI/ML for NG-RAN WI, RAN3 to deprioritize and avoid overlapping discussions with RAN1-led Rel-18 SI “Study on network energy saving”.
Proposal 2: The UE trajectory prediction remains an internal output to the node hosting Model Inference function, without impacting specification.
Proposal 3: For normal handover, the AI/ML model for mobility optimization produces multiple handover target cells, together with their (1) estimated arrival probability; (2) priority; (3) handover execution timing and time window.
Proposal 4: For normal handover, the source NG-RAN node sends the predicted handover execution timing in the handover request to the potential target cell. 
Proposal 5: The source NG-RAN node sends priority, confidence level and predicted resource reservation time window to the candidate target when requesting CHO for the UE(s). 
Proposal 6: For CHO, the candidate target replies with the HANDOVER FAILURE message to the source NG-RAN node if the confidence level of the received CHO request is low.
Proposal 7: The source NG-RAN node includes the (1) confidence level; (2) priority; (3) handover execution timing in the CHO configuration to the UE.
Proposal 8: The confidence level and/or priority configured to the UE as part of CHO configuration should be used to break tie when several candidate cells are triggered simultaneously, rather than left up to UE implementation.  
Proposal 9: Introduce “predicted handover execution timing” as a new execution condition for CHO.
Proposal 10: The UE should not select a CHO candidate cell for handover if its handover execution timing expires.
Proposal 11: The source NG-RAN node sends the UE traffic prediction to the potential target when requesting handover for the UE.
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