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Introduction
In Rel-17, further data collection enhancement for NR and EN-DC were studied and TR 37.817 captured the study outcome, including RAN intelligence framework, solutions of supporting AI/ML based network energy saving, load balancing and mobility optimization [1]. 
In Rel-18 AI/ML for NG-RAN WID [2], the following objectives are captured:
	Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)
Note: On security impacts, coordination with SA3 when needed. On OAM aspects, coordination with SA5 when needed.


In this contribution, we mainly discuss the need of enhancement for data collection and signalling support based on the study outcome of Rel-17. Additionally, security and coordination with OAM are also discussed.
Discussion
Data Collection and Signaling Enhancement
Data collection 
During Rel-17, RAN3 has agreed the input/output/feedback information required for AI/ML based network energy saving, load balancing and mobility optimization. Data collected over interfaces is either used as an input or used as a feedback for AI/ML model, and it was observed that some information can be used as both input and feedback, e.g. current resource status of neighbouring NG-RAN node(s), etc. 
Give this situation, there seems no need to differentiate data collection procedures separately for input and for feedback, respectively. One purpose of such differentiation is to allow different supports ‒ e.g. collection is supported for input purpose but not for feedback purpose, but given the same information was agreed to be used for both, allowing to collect the same data over one procedure and disallowing over the other procedure doesn't seem to make sense from standardization point of view. We can simply define a common procedure that can be used regardless of input or feedback purpose.
Likewise, we think there is no need to differentiate data collection for different use cases. It was agreed that some data can be collected and used by multiple use cases, for example, UE measurement report is commonly collected for all three use cases. There is no need to indicate which use case data collected over interfaces is for. 
[bookmark: P1]Proposal 1: No need to separate data collection for different use cases and collection purpose.
New UE measurement
During the Rel-17 SI, whether new UE measurement is needed or not was left to the normative phase based on the use case description [1]:
	If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing
framework (including MDT and RRM measurements). Whether new UE measurements are needed is left to normative phase based on the use case description.


However, from AI/ML model performance point of view, regardless of what new UE measurement is needed or not, there are some drawbacks of supporting new data collection from the UE.
Firstly, based on the study outcome of Rel-17, Model Training and Model Inference for all three use cases are located at the network side. Assuming new UE measurement is needed, such information first needs to be supported and transmitted to the network over the air interface. However, collecting and reporting new UE measurement cannot be supported by the legacy UEs (UEs before Rel-18). When performing Model Training and Model Inference at the network side, outcomes or results will be produced based on the existing UE measurements from all UEs and new UE measurements from Rel-18 UEs. 
During Rel-17 SI, one of the motivations to support new UE measurement mentioned by some companies was to allow network optimize performance for the UEs (i.e. network AI/ML decision should not downgrade UE’s performance). However, we believe that the portion of Rel-18 UEs among the field will be limited compared to the legacy UEs. We think that AI/ML model at the network side would not be trained well based on a small portion of data. 
[bookmark: O1]Observation 1: New UE measurement can only be supported by Rel-18 UEs, which is a small portion of UEs among the field. Such small portion of data would not be enough to guarantee AI/ML model performance.
One may think that an AI/ML model could be pre-trained with enough new UE measurements collected from capable UEs (e.g. offline training can collect sufficient data to train). However, due to the scarce and sparce availability of new UE measurements, such model may not be able to guarantee the legacy UEs’ performance from the limited input which is only generated by Rel-18 UEs to perform Model Inference. This may lead to an unfair decision between the legacy UEs and the Rel-18 UEs.
[bookmark: O2]Observation 2: Supporting new UE measurement in AI/ML model that is only available from Rel-18 UEs could lead to an unfair performance between the legacy UEs and the Rel-18 UEs.
Additionally, based on the use case descriptions of all three use cases, there’s no specific description or motivation to support UE performance optimization based on new UE measurement. The key objective of all there use cases is to support network performance optimization, rather than focusing on UE side.
[bookmark: O3]Observation 3: There’s no motivation in use case descriptions to support defining new UE measurement for network performance optimization.
[bookmark: P2]Proposal 2: New UE measurement is deprioritized in Rel-18.
Signalling support
Signalling support for data collection from UE
As captured in [1] for all three use cases, for the existing UE measurements, RAN3 shall reuse the existing framework, including MDT and RRM measurement. Assuming new UE measurement will not be introduced in Rel-18 as discussed in the above section, the existing MDT and RRM measurement procedure can be reused for data collection of AI/ML in NG-RAN.
During Rel-17, MDT procedure was proposed to be enhanced to collect "consecutive" UE information. Based on our understanding, the requirement for consecutive UE information collection is only valid for Model Training, where the model needs to be built based on massive data in order to achieve an accurate performance level.
For offline training, the AI/ML model can first be trained and validated offline, and then be deployed at the network side. The model can be trained based on the existing historical data collected from UEs. There’s no need to enhance MDT procedure for offline training data collection.
[bookmark: O4]Observation 4: MDT procedure enhancement is not needed for offline training, as the model can be built on the existing historical data collected.
For online training, there are two cases: 1) continuous training based on offline trained/validated model, 2) building a new model based on online data. 
For the first case, the continuous online training can be event triggered (e.g. model performance feedback), where the online training is based on the data collected during a certain period before the event is triggered. Alternatively, it can also be trained in real-time, e.g. each iteration of model training is triggered once there’s data received at Model Training. In this latter scenario, data is used by Model Training in a real-time manner and there is no need to collect data consecutively. 
For the second case, as captured in [1]:
	An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the
Model Training function before deployment.


If we build and train a new model based on online data, then according to the above requirement captured in [1], such online trained model would need enough data to reach a target performance (e.g. validation and test) before deployed. It would require UEs to report massive historical data simultaneously to the network for model training purpose, which may lead to RAN overload and could impact the normal services provided to the UEs. 
[bookmark: O5]Observation 5: Retrieving massive historical data from UEs simultaneously to build/train a new model based on online data may lead to RAN overload and could impact normal services provided to the UEs.
Based on above observations, we think there is no need to enhance the existing MDT and RRM measurement procedures for AI/ML data collection in NG-RAN.
[bookmark: P3]Proposal 3: The existing MDT and RRM measurement procedures are re-used for data collection for AI/ML in NG-RAN without further enhancement.
Signalling support for data collection from local NG-RAN node
As captured in [1], the following information is required to be collected from a local NG-RAN node as an input for Model Training and Model Inference:
	Use case
	IE

	Common
	UE trajectory prediction

	
	Current resource status

	
	Predicted resource status

	Energy Saving
	Current energy efficiency

	
	Predicted energy efficiency

	Load Balancing
	Current UE traffic

	
	Predicted UE traffic

	Mobility Optimization
	Current UE traffic


For the deployment scenario “Model Training and Model Inference in NG-RAN node”, the above information can be collected by CU locally without impacting specifications. 
For those predicted information (highlighted), e.g. predicted resource status, predicted energy efficiency, predicted UE traffic, since the NG-RAN node supports Model Inference, such information can be naturally collected by itself when it generates inference results. 
Additionally, when CU-DU split is considered, deploying Model Training and Model Inference functionality at DU side was not supported from Rel-17 SI. Therefore, there’s no need to enhance F1 interface to support e.g. DU reporting predicted information (which is new), to be used as input for potential model training and model inference at CU.
[bookmark: P4]Proposal 4: As input for Model Training and Model Inference, data collection from a local NG-RAN node can be done by the NG-RAN node itself by implementation or over F1 interface without further enhancement.
Signalling support for data collection from neighbouring NG-RAN node
As captured in [1], the following information is required to be collected from a neighbouring NG-RAN node as an input for Model Training and Model Inference:
	Use case
	IE

	Common
	Current resource status

	
	Predicted resource status

	
	Impacted UE performance

	
	System performance

	Energy Saving
	Current energy efficiency

	
	Predicted energy efficiency

	
	Current energy state

	Mobility
	UE history information

	
	Position, QoS and performance info of historical Handed-over UEs

	
	Handover event of previous handed-over UEs


As observed from above table, there are two categories of data: 1) data about current system performance/information (i.e. current data); 2) predicted data generated by Model Inference. For the current data, it can be supported by the existing signalling/message as baseline. For example, the current resource status of the neighbouring NG-RAN nodes can be exchanged over the existing RESOURCE STATUS REQUEST/RESPONSE messages via Xn interface. 
[bookmark: O7]Observation 6: Collection of current data can be supported by the existing message/signalling over Xn interface as baseline.
The predicted data is new and their exchange between different NG-RAN nodes should be supported. 
On one hand, providing predicted data to a neighbouring NG-RAN node depends on whether the current NG-RAN node owns the corresponding AI/ML capability or not. If one NG-RAN node does not have a specific AI/ML model deployed, it is impossible for such NG-RAN node to provide predicted data when a neighbouring NG-RAN node requests for it. To avoid requesting unavailable predicted data from an incapable neighbouring NG-RAN node, we think it is necessary to exchange AI/ML capabilities between NG-RAN nodes over Xn interface before requesting data collection. In doing so, separate AI/ML capabilities of supporting different use cases can also be considered. For example, for AI/ML based network energy saving, a neighbouring NG-RAN node may have AI/ML capability for energy efficiency prediction and/or resource status prediction. 
Proposal 5: AI/ML capability (i.e. whether it supports which AI/ML functionality) is exchanged between NG-RAN nodes over Xn interface. Separate AI/ML capabilities of supporting different use cases can be considered.
In terms of signalling support, the following two options can be considered to support predicted data exchange:
· Option 1: Existing procedures/messages with new IEs introduced for predicted data
· Option 2: A unified predicted data exchange procedure
Different from the current data collection, the predicted data is available only after the results being generated from Model Inference. Also, the predicted data should also be associated with a specific timing of when this predicted data becomes valid, so that the requesting NG-RAN node can use the predicted data to generate its own Model Inference results at the same timing. This could help the requesting NG-RAN node optimize its model inference decision by considering the performance of the neighbouring NG-RAN node at the corresponding time. 
For example, as shown in Figure 1, assuming both the current and neighbouring NG-RAN nodes own their respective AI/ML model (not limit to the same use case), where AI/ML model in the current NG-RAN node requires input data from the neighbouring NG-RAN node, including both current and predicted data (e.g. current and predicted energy efficiency). Different from the current data, the predicted data from the neighbouring NG-RAN node is mainly used to help the current NG-RAN node’s AI/ML model generate an optimal solution, which will not only optimize its own system performance, but also will not overload the neighbouring NG-RAN node at the same time. Therefore, when the current NG-RAN node generates model inference output for slot K, it requires the predicted data of slot K from the neighbouring NG-RAN node.
Considering delay caused by data request/response and model inference processing, when the current NG-RAN node performs model inference for slot K, the neighbouring NG-RAN node is expected to provide its own predicted data for the corresponding slot, i.e. slot K, before the prediction at current NG-RAN node starts for slot K. The neighbouring NG-RAN node can generate the requested data prediction at slot N in Figure 1, based on data request from the current NG-RAN node. With such information, the current NG-RAN node can consider future status of neighbouring NG-RAN nodes at the same timing. The slot K in Figure 1 can be defined as validity time of inference output, i.e. the time of inference outcome becomes valid in the system.
[bookmark: O8]Observation 7: To generate inference output considering a neighbouring NG-RAN node's future status, the current NG-RAN node should request the predicted data from the neighbouring NG-RAN node which has the same validity time as its target inference output.


Figure 1. Example of using predicted data of neighbouring NG-RAN node for Model Inference

Therefore, besides the information of which predicted data is required, the predicted data request/response/update should also include the validity time of the requested predicted data. This is different from requesting the current data collection. 
[bookmark: P6]Proposal 6: Validity time is defined as the time when model inference output becomes valid in the system. 
[bookmark: P7]Proposal 7: Validity time of the predicted data (model inference output) should also be included in the messages of requesting/responding/updating predicted data between the current and neighbouring NG-RAN nodes. 
Such timing information is not necessary in the existing signaling for the current data collection, since all data are provided in a real-time manner without a specific time reference reflecting the current status of a system. Moreover, the predicted data collection can be requested based on the need of the requesting NG-RAN node, rather than periodically reported. Based on these observations, we think that coupling the current and predicted data collection in the same message (i.e. Option 1) is not a good choice. We think that a new predicted information exchange procedure would be better for exchanging the predicted data between different NG-RAN nodes over Xn interface.
The follow-up Predicted Information Update message can then be used to report and carry the requested predicted information and their corresponding validity time if applicable.


Figure 2. Example of Predicted Information Exchange Procedure



Figure 3. Example of Predicted Information Update

[bookmark: P8]Proposal 8: Define a new Predicted Information Request/Response/Update procedure over Xn interface to allow exchanging predicted information between different NG-RAN nodes. The requested predicted data and corresponding validity time should be provided in both the request and update message.
The Predicted Information Request message may trigger the AI/ML capable neighbouring NG-RAN node to perform Model Inference if the requested predicted data is not available when it is being requested.
[bookmark: qP9]Observation 8: The Predicted Information Request message can trigger Model Inference at the AI/ML capable neighbouring NG-RAN node if the requested predicted information is not available.
Even if the predicted information at the requested validity time is currently unavailable at the neighbouring NG-RAN node, it may perform Model Inferencing for the requested predicted data. However, it is also possible that the requested predicted data cannot be generated within the validity time, depending on the hardware capability and algorithm complexity of the neighbouring NG-RAN node. For such case, a Predicted Information Failure message should be responded from the neighbouring NG-RAN node, indicating the requested predicted information cannot be generated within the validity time.


[bookmark: P10]Proposal 9: Predicted Information Failure message should be supported if the requested predicted information cannot be made available within the validity time.
As captured in [1], validity time will be discussed per inference output in Rel-18:
	- Model output validity time will be discussed during R18 normative work per inference output.


Based on the summary of output for each use case, there are two categories of AI/ML output: 1) predicted information (e.g. predicted resource status, etc); 2) predicted action space (e.g. handover strategy, etc). 
For Category 1, as discussed above, validity time should be provided by the requested NG-RAN node. Therefore, together with the predicted information, the validity time should be also considered as output, so that it can be correctly encoded in the response message.
For Category 2, it is possible that the generated strategy may be executed immediately by the NG-RAN node, or it can be executed in future. For such scenario, validity time can be considered as an optional output. If validity time is not provided together, the receiving NG-RAN node should then consider taking the corresponding strategy immediately. Otherwise, having validity time, the receiving NG-RAN node can execute the strategy at the right time. For the later case, validity time can also be used internally without impacting Xn interface, if the corresponding action space is not exchanged externally.
Based on the above categorizations, the following table summarizes information that should consider generating validity time together with the model inference output either mandatorily or optionally:
	Use Case
	Output that requires "validity time" generated from Model Inference

	AI/ML-based energy saving
	· Mandatory: Predicted energy efficiency, Predicated energy state.
· Optional: Energy saving strategy, Handover strategy. 

	AI/ML-based load balancing
	· Mandatory: Predicted resource status.
· Optional: Selection of target cell, predicted UE(s) for handover

	AI/ML-based mobility optimization
	· Mandatory: Predicted resource status.
· Optional: Estimated arrival probability in CHO and relevant confidence interval; Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication; UE traffic prediction


[bookmark: P11]Proposal 10: Validity time of the predicted energy efficiency, predicted energy state, predicted resource status should be generated as outcome of an AI/ML model and exchanged over interfaces. But validity time can be optional for other output information in TR 37.817.
Moreover, for the predicted data received from a neighbouring NG-RAN node, it is important for the receiving NG-RAN node to know whether the predicted data can be trusted or not, i.e. the confidence level. If the confidence level of the predicted data is low, the NG-RAN node may be better not to use such information for model inference or model training. Alternatively, the NG-RAN node may also take the confidence level as the weight of using the predicted data for the corresponding AI/ML algorithm. The confidence level of the predicted data can be transmitted together with the predicted information in the Predicted Information Update message over Xn interface.
[bookmark: P12]Proposal 11: Confidence level of the requested predicted data should also be provided together with the predicted information in the Predicted Information Update message over Xn interface.
Security aspects of data collection for AI/ML in NG-RAN
[bookmark: P5]As captured in [1], following notes are captured:
	Note: On security impacts, coordination with SA3 when needed. On OAM aspects, coordination with SA5 when needed.


As discussed above, data collection from a UE, a local NG-RAN node, and neighbouring NG-RAN nodes are proposed to re-use the existing mechanism and interfaces, e.g. MDT/RRM procedure over air interface, Xn interface, etc. Data collection security is well-protected based on the existing mechanisms. We think there’s no need to introduce new security since no new interface is designed for data collection.
[bookmark: P13]Proposal 12: The existing mechanism can be re-used for the security protection of data collection.
Conclusion
In this contribution, we discussed the specification impact of data collection and potential signalling support. Moreover, we also discussed the security aspects of data collection. 
We have following observations and proposals:
Observation 1: New UE measurement can only be supported by Rel-18 UEs, which is a small portion of UEs among the field. Such small portion of data would not be enough to guarantee AI/ML model performance.
Observation 2: Supporting new UE measurement in AI/ML model that is only available from Rel-18 UEs could lead to an unfair performance between the legacy UEs and the Rel-18 UEs.
Observation 3: There’s no motivation in use case descriptions to support defining new UE measurement for network performance optimization.
Observation 4: MDT procedure enhancement is not needed for offline training, as the model can be built on the existing historical data collected.
Observation 5: Retrieving massive historical data from UEs simultaneously to build/train a new model based on online data may lead to RAN overload and could impact normal services provided to the UEs.
Observation 6: Collection of current data can be supported by the existing message/signalling over Xn interface as baseline.
Observation 7: To generate inference output considering a neighbouring NG-RAN node's future status, the current NG-RAN node should request the predicted data from the neighbouring NG-RAN node which has the same validity time as its target inference output.
Observation 8: The Predicted Information Request message can trigger Model Inference at the AI/ML capable neighbouring NG-RAN node if the requested predicted information is not available.
Proposal 1: No need to separate data collection for different use cases and collection purpose.
Proposal 2: New UE measurement is deprioritized in Rel-18.
Proposal 3: The existing MDT and RRM measurement procedures are re-used for data collection for AI/ML in NG-RAN without further enhancement.
Proposal 4: As input for Model Training and Model Inference, data collection from a local NG-RAN node can be done by the NG-RAN node itself by implementation or over F1 interface without further enhancement.
Proposal 5: AI/ML capability (i.e. whether it supports which AI/ML functionality) is exchanged between NG-RAN nodes over Xn interface. Separate AI/ML capabilities of supporting different use cases can be considered.
Proposal 6: Validity time is defined as the time when model inference output becomes valid in the system. 
Proposal 7: Validity time of the predicted data (model inference output) should also be included in the messages of requesting/responding/updating predicted data between the current and neighbouring NG-RAN nodes. 
Proposal 8: Define a new Predicted Information Request/Response/Update procedure over Xn interface to allow exchanging predicted information between different NG-RAN nodes. The requested predicted data and corresponding validity time should be provided in both the request and update message.
Proposal 9: Predicted Information Failure message should be supported if the requested predicted information cannot be made available within the validity time.
Proposal 10: Validity time of the predicted energy efficiency, predicted energy state, predicted resource status should be generated as outcome of an AI/ML model and exchanged over interfaces. But validity time can be optional for other output information in TR 37.817.
Proposal 11: Confidence level of the requested predicted data should also be provided together with the predicted information in the Predicted Information Update message over Xn interface.
Proposal 12: The existing mechanism can be re-used for the security protection of data collection.
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