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1. Introduction
The study item for the resiliency of gNB-CU-CP was approved in RAN#96 with the following objective[1]:

· Study and identify failure scenarios associated with the gNB-CU-CP, based on the current architecture for the NG-RAN.
And in this meeting, the failure scenarios with the gNB-CU-CP would be discussed.
In this contribution, we discuss some gNB-CU-CP failure scenarios and how to recover the failure scenario.
2. Discussion
The split NG-RAN architecture consists of single logical gNB-CU-CP connected to multiple logical gNB-CU-UPs and multiple logical gNB-DUs, and the gNB-CU-CP is connected to multiple AMFs in 5GC. The logical gNB-CU-CP can be implemented and deployed as one of a virtual network function (VNF) based on the network function virtualization system as shown in Figure 1. And the logical gNB-CU-CP function can be split further with sub-functions, e.g. network interface sub-function, and each sub-function can be implemented as a virtual network function component (VNFC).
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Figure 1. Logical gNB-CU-CP/gNB-CU-UP based on the virtualization environment for vRAN
So the logical gNB-CU-CP may not work in the following failure scenarios:
· Server failure

· VNFC (Virtual Network Function Component) failure

· Link failure

These kind of failure can happen anytime and it may cause some time before full recovery.

[image: image2]    
[image: image3]    
[image: image4]
(a)  Server failure                                    (b) VNFC failure                                       (c) Link failure
Figure 2. gNB-CU-CP failure scenarios
So to minimize the interruption of UP traffic and disconnection of UEs, the virtualized gNB-CU-CP function could be duplicated and the duplicated function could be deployed on different server. One of the duplicated gNB-CU-CP function is active, but the other is cold stand-by. Only the active gNB-CU-CP function performs processing of the network interfaces and serving UEs. To support fast switch-over between active gNB-CU-CP and stand-by gNB-CU-CP, the data used by the active gNB-CU-CP is shared and synchronized with the stand-by gNB-CU-CP. And when detecting the failure of the active gNB-CU-CP, e.g. VNF failure, link failure or server failure, the fast switch-over procedure is initiated. The role of duplicated gNB-CU-CP functions are exchanged, so the cold stand-by gNB-CU-CP is activated and takes role of serving UEs and processing network interfaces by implementation.

3. Conclusion
This contribution discusses the logical gNB-CU-CP failures and provides a candidate solution with local redundancy of gNB-CU-CP function. And the related TP is provided in Annex.
Proposal: Agree the TP for TR 38.xxx provided in the Annex.
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5. Study failure scenarios associated with the gNB-CU-CP

5.1. Scenario and issue description 
Editor Note: Capture the descriptions of failure scenario and issue.

5.x. Local Redundancy 
The split NG-RAN architecture consists of single logical gNB-CU-CP connected to multiple logical gNB-CU-UPs and multiple logical gNB-DUs, and the gNB-CU-CP is connected to multiple AMFs in 5GC. The logical gNB-CU-CP function can be implemented and deployed with the Network Function Virtualization as shown in Figure 5.x-1. And the logical gNB-CU-CP function can be split further with sub-functions, e.g. network interface sub-function, and each sub-function can be implemented as a virtual network function component (VNFC). 
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Figure 5.x-1: gNB-CU-CP failure scenarios
5.x.1 Failure Scenarios 
5.x.1.1 Server Failure 
The server may not work properly because of hardware failure or virtualization platform failure. The hardware failure is caused owing to some deterioration or the instant failure of the hardware. Depending on the failure cause, the hardware needs to be replaced or be recovered by rebooting the system. The virtualization platform failure is caused by software error, so it could be also recovered by rebooting the system or by the software upgrade.
5.x.1.2 VNFC (Virtual Network Function Component) Failure 
The logical gNB-CU-CP function can be implemented with sub-functions, e.g. network interface sub-function, and they can be separately implemented as VNFC (Virtual Network Function Component) and interact each other. One or more VNFCs consisting a gNB-CU-CP may not work properly owing to software error or other reason. Mostly the VNFC failure could be recovered by rebooting the system or by the software upgrade.

5.x.1.3 Transport Link Failure 
Transport link failure is caused by the malfunction of transport link hardware or software. The failure also comes from the transmission line problem or the transport network equipment failure. If the transport link failure caused in the gNB-CU-CP system, the failure could be recovered by rebooting the system or by the software upgrade. If the failure caused outside the gNB-CU-CP system, the transmission line needs to be substituted or the network equipment needs to be rebooted, upgraded or substituted.

5.x.2 Failure Impact 
In any failure scenarios, there exist solutions to recover the logical gNB-CU-CP operation, e.g. system reboot, software upgrade, hardware replacement. Depending on the recovery solution, it may take a few minutes or some days and it may break the service continuity of the gNB-CU-CP. 

So to minimize the interruption of UP traffic and disconnection of UEs, the virtualized gNB-CU-CP function could be duplicated, and the data used is shared and synchronized between duplicated gNB-CU-CP function. And if a failure is detected, the role of duplicated gNB-CU-CP functions are exchanged to support fast switch-over by implementation.
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