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1. Introduction 
In this paper, we discuss the scenarios that can be considered for optimizing Conditional PSCell Addition/Change (CPA/CPC) and MCG recovery via Secondary node.
2. Discussion
2.1 MRO for Conditional PSCell Addition/Change (CPA/CPC)
In Rel-16 and Rel-17, we defined the following scenarios for Mobility Robustness Optimization (MRO) for optimizing handovers and PSCell change procedures.

· Intra-system Too Late Handover: an RLF occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.
· Intra-system Too Early Handover: an RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.
· Intra-system Handover to Wrong Cell: an RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell.

· Too late PSCell change: an SCG failure occurs after the UE has stayed for a long period of time in the  PSCell; a suitable different PSCell is found based on the measurements reported from the UE.
· Too early PSCell change: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; source PSCell is still the suitable PSCell based on the measurements reported from the UE.
· Triggering PSCell change to wrong PSCell: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.

Observation 1: Rel-17 defined the following failure types for optimizing PSCell change failures:
· Too late PSCell change
· Too early PSCell change
· Triggering PSCell change to wrong PSCell

Similarly, we can study the following scenarios for optimizing CPC:

1) Too late CPC execution:  CPC is configured but the CPC execution is not initiated for the UE prior to an SCG failure e.g., time elapsed since the last CPC configuration until SCG failure is greater than a configured threshold
 
2) Too early CPC execution: an SCG failure occurs shortly after a successful CPC execution (e.g., time elapsed since CPC execution till SCG failure is smaller than a configured threshold), or a CPC execution failure occurs; source PSCell is still the suitable PSCell based on the measurements reported from the UE
3) CPC execution to wrong cell: an SCG failure occurs shortly after a successful CPC execution, or a CPC execution failure occurs; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE

 Proposal 1: RAN3 should study the following scenarios for optimizing CPC 
· Too late CPC execution 
· Too early CPC execution 
· CPC execution to wrong cell

In each of the failure types in Proposal 1, it is possible that the network did not prepare the right set of candidate PSCells or defined inappropriate execution conditions for CPA/CPC which resulted in an SCG failure. It is therefore to optimize the set of candidate PSCells and execution conditions during CPA/CPC.

Proposal 2: RAN3 should discuss how to optimize the set of candidate PSCells and execution conditions during CPA/CPC

Observation 2: Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement

MN initiated inter-SN CPC

· MN generates the CPC execution conditions and is also aware of the set of prepared PSCells by each candidate T-SN (via CG-CandidateList)

· MN should perform the root cause analysis after receiving SCGFailureInformation from UE


SN initiated inter-SN CPC

· Source SN generates the CPC execution conditions and is also aware of set of prepared PSCells by each candidate T-SN

· SN should perform the root cause analysis after MN forwards the SCGFailureInformation along with other useful CPC failure related information to SN over Xn

Intra-SN CPC without MN involvement

· SN generates the CPC execution conditions and is also aware of set of prepared PSCells

· SN should perform the root cause analysis Whether MN is aware of the intra-SN CPC without MN involvement  

Proposal 3: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list

The following section from TS 38.300 captures the MN/SN responsibilities in performing the root cause analysis for PSCell change failures and the signaling involved:
[bookmark: _Toc109153943]15.5.2.6	PSCell change failure
For analysis of PSCell change failures, the UE makes the SCG Failure Information available to the MN. If the MN can perform an initial analysis, it transfers the SCG Failure Information together with the analysis results to the relevant SN which is responsible for the PSCell change failures (see the clause 13.3 in TS 37.340 [21]). Otherwise, the MN transfers the SCG Failure Information to the last serving SN. If needed, the MN transfer the SCG Failure Information to the source SN (see the clause 13.3 in TS 37.340 [21]).
UE already reports the RRM measurements of neighboring PSCells (which might include some candidate PSCells of CPA/CPC) in SCGFailureInformation. In Rel-17, it was also agreed that MN can provide SCG Mobility related information to SN via SCG FAILURE INFORMATION REPORT over Xn and upon receiving this message, the SN shall assume that a PSCell change failure event was detected. SN can further send SCG FAILURE TRANSFER to indicate if the root cause of SCG failure may have occurred in the other nodes 

Observation 3: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if the root cause of SCG failure may have occurred in the other nodes

Proposal 4: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to SN

There is still an open item in Rel-17 in RAN3 to discuss CHO-CPC coexistence scenarios and in that context, there are some proposals for S-SN to inform MN about the intra-SN PSCell change execution so that the MN can cancel the CHO if already initiated.

Proposal 5: Wait for RAN3 conclusions on CHO-CPC coexistence scenarios in Rel-17 before deciding whether to also reuse the class-2 message SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes

In case of reconfiguration with sync failure for an SCG (i.e., when T304 of SCG expires), UE sends an SCGFailureInformation to MN with the failureType as synchReconfigFailureSCG, irrespective of whether the reconfiguration with sync for the SCG was due to PSCell addition/change or CPA/CPC. To be able to optimize the right configuration, it is important to know whether the synchReconfigFailureSCG happened due to a PSCell addition/change failure or CPA/CPC execution failure.

Proposal 6: RAN3 should study whether there is a need to distinguish PSCell addition/change failure with CPA/CPC execution failure and if so how to distinguish them e.g., MN can indicate SN about the PSCell addition/change type (conditional or not) over Xn 

Proposal 7: RAN3 should study whether to define some new timers that can be helpful in the detection of CPC failure types e.g., time elapsed since the last CPC configuration until SCG failure or time elapsed since CPC execution until SCG failure

In case there is an MCG RLF or handover failure or CHO execution failure before CPA/CPC execution, UE performs reestablishment and releases the CPA/CPC configuration. Apart from root causing the handover failure or RLF as too early/too late/wrong cell, it might be useful to also know whether CPA/CPC was configured at the UE before the MCG RLF or handover failure

Proposal 8: RAN3 should study the case of MCG RLF or handover failure or CHO execution failure before CPA/CPC execution and identify potential optimizations 



2.2 Fast MCG Recovery 

Upon detection of MCG RLF, UE stores radio link failure related information in UE variable (varRLF-Report).  If T316 is configured, and SCG is not deactivated and SCG transmission is not suspended, UE sends MCGFailureInformation to PSCell. 

T316 starts upon transmission of MCGFailureInformation message. T316 stops upon receiving RRCRelease, RRCReconfiguration with reconfigurationwithSync for the PCell, MobilityFromNRCommand, or upon initiating the re-establishment procedure. Upon T316 expiry, UE initiates connection reestablishment procedure

Observation 4: T316 starts upon transmission of MCGFailureInformation message and UE initiates RRC Reestablishment procedure upon T316 expiry
Observation 5: If SCG failure is detected while MCG transmissions for all radio bearers are suspended, the UE initiates the RRC connection re-establishment procedure.
Currently UE indicates the reestablishmentCause to the network upon performing reestablishment. But this is limited to reconfigurationFailure, handoverFailure and otherFailure.
Proposal 9: RAN3 should study how to detect and optimize the following scenarios
· SCG failure during fast MCG recovery
· MCG failure before sending SCGFailureInformation
· T316 expiry

3. Conclusion
Observation 1: Rel-17 defined the following failure types for optimizing PSCell change failures:
· Too late PSCell change
· Too early PSCell change
· Triggering PSCell change to wrong PSCell

 Proposal 1: RAN3 should study the following scenarios for optimizing CPC 
· Too late CPC execution 
· Too early CPC execution 
· CPC execution to wrong cell

Proposal 2: RAN3 should discuss how to optimize the set of candidate PSCells and execution conditions during CPA/CPC

Observation 2: Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement

Proposal 3: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list

Observation 3: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if the root cause of SCG failure may have occurred in the other nodes

Proposal 4: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to SN
Proposal 5: Wait for RAN3 conclusions on CHO-CPC coexistence scenarios in Rel-17 before deciding whether to also reuse the class-2 message SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes

Proposal 6: RAN3 should study whether there is a need to distinguish PSCell addition/change failure with CPA/CPC execution failure and if so how to distinguish them e.g., MN can indicate SN about the PSCell addition/change type (conditional or not) over Xn 

Proposal 7: RAN3 should study whether to define some new timers that can be helpful in the detection of CPC failure types e.g., time elapsed since the last CPC configuration until SCG failure or time elapsed since CPC execution until SCG failure

Proposal 8: RAN3 should study the case of MCG RLF or handover failure or CHO execution failure before CPA/CPC execution and identify potential optimizations 

Observation 4: T316 starts upon transmission of MCGFailureInformation message and UE initiates RRC Reestablishment procedure upon T316 expiry
Observation 5: If SCG failure is detected while MCG transmissions for all radio bearers are suspended, the UE initiates the RRC connection re-establishment procedure.
Proposal 9: RAN3 should study how to detect and optimize the following scenarios
· SCG failure during fast MCG recovery
· MCG failure before sending SCGFailureInformation
· T316 expiry
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