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1 Introduction

This contribution proposes a short TP for inclusion in the Conclusions section of the TR for the gNB-CU-CP Resiliency study. will discuss one such scenario, for inclusion in the TR. The proposed TP descends from the discussion in [1].

This is the only meeting with time allocated to this topic in RAN3, so we are aware that proposing conclusions at this time seems quite awkward.

2 Discussion

The gNB-CU-CP Resiliency study called for studying and identifying failure scenarios associated with the gNB-CU-CP, based on the current NG-RAN architecture. [2] As was presented in [1], the logical NG-RAN architecture frames and constrains our problem: by only looking at the logical architecture and ignoring how the logical nodes are implemented in reality, we miss an important aspect. Undoubtedly the gNB-CU-CP is the node where all CP connections converge, hence it might indeed be considered as a single point of failure. But any “good” implementation will avail itself of appropriate mechanisms (e.g. respawning failing logical functions, duplication / synchronization of functions in additional realizations of the same logical node) which mitigate or eliminate the risk of gNB-CU-CP failure. This is especially true today, when RAN functionality (especially the gNB-CU-CP, which is not as critical as e.g. the gNB-DU) can be deployed in a virtualized environment. And in a virtualized environment, a failure event is most often caused by a failing software module (which can be respawned with minimal down time) rather than a hardware failure (which would be catastrophic).

None of these considerations are appropriate to capture in a standards text; however, current text allows and “embraces” implementation-specific resiliency mechanisms
.

Observation 1: In a standardized setting, we are “forced” to look at the logical architecture only, ignoring implementation aspects; however, any “good” implementation will have appropriate resiliency mechanisms.
Observation 2: These mechanisms will never be able to be properly captured in specification text, but current standards allow such mechanisms.
The fact that there is always a single RRC anchor, and that it is currently not possible for a UE to detect the absence of RRC signaling, plays an important role in gNB-CU-CP resiliency considerations. Any mechanisms involving the UE (e.g. notification that the gNB-CU-CP is failing, coupled with UE reconfiguration to e.g. connect to a different node etc.) seem beneficial to further study, as they can contribute to significantly reduce the UP interruption time (a critical KPI) resulting from the node failure. We believe a further study phase investigating such mechanisms in cooperation with e.g. RAN2, would be highly beneficial.

Observation 3: Any mechanisms involving the UE (e.g. node failure notification and/or UE reconfiguration to e.g. connect to a different node, and possibly others) can contribute to reduce the UP interruption time (a critical KPI) resulting from the node failure.
Proposal 1: A further study phase investigating such mechanisms in cooperation with RAN2 would be highly beneficial.
Proposal 2: Capture the enclosed TP in the Conclusions section of the TR.
3 Conclusions and Proposals

Our observations and proposals are summarized below.

Observation 1: In a standardized setting, we are “forced” to look at the logical architecture only, ignoring implementation aspects; however, any “good” implementation will have appropriate resiliency mechanisms.
Observation 2: These mechanisms will never be able to be properly captured in specification text, but current standards allow such mechanisms.
Observation 3: Any mechanisms involving the UE (e.g. node failure notification and/or UE reconfiguration to e.g. connect to a different node, and possibly others) can contribute to reduce the UP interruption time (a critical KPI) resulting from the node failure.
Proposal 1: A further study phase investigating such mechanisms in cooperation with RAN2 would be highly beneficial.
Proposal 2: Capture the enclosed TP in the Conclusions section of the TR.
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START OF CHANGES
X Conclusions
If only the logical NG-RAN architecture is considered and aspects of real implementations are ignored, it is not possible to consider typical resiliency mechanisms (because they are implementation-specific). NG-RAN functionality (in particular the gNB-CU-CP) can be deployed in a virtualized environment; in such an implementation a failure event is typically a software failure, which can be straightforward to recover from.
A standards text (even a TR) cannot fully capture the above considerations; current specified NG-RAN functions, however, already allow, “embrace” and support such mechanisms.
When considering gNB-CU-CP resiliency UE aspects cannot be ignored. UP interruption time due to node failure is a critical KPI. Any mechanisms improving such KPIs involving the UE (including e.g. failure notification and/or UE reconfiguration) seem beneficial to further study, as they can contribute to significantly reduce UP interruption. RAN3 suggests a further study phase investigating such mechanisms in cooperation with RAN2.
END OF CHANGES
� “For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation.” � REF _Ref110435343 \r \h ��[3]�





