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[bookmark: _Hlk85061506]1	Introduction
Two solutions were agreed about AI/ML Training in TR 37.817, one where AI/ML Training is located in the RAN and one where it is located in the OAM. 
At the same time, discussions on user consent had been ongoing in RAN3 in Rel.17 SON/MDT WI. In this contribution, we would like to re-open the user consent topic under the perspective of NG-RAN AI/ML Work Item. Specifically, we would like to address two questions:
· Is user consent needed to collect AI/ML Training/Inference Data when AI/ML Training is in the RAN?
· Is user consent needed to collect AI/ML Training when AI/ML Training is in the OAM?
Below, we elaborate further on these questions and provide our views. 
[bookmark: _Hlk90546851]2	Discussion	 
Within the RAN, a gNB can request measurements from a UE without any restriction. Those measurements may comprise RRM measurements, where the UE may provide (detailed) location information e.g., GNSS data if available. However, within the RAN, the UE is only identified using temporary identifiers, so any coarse or detailed location information available in the RAN, but not sent to external entities (TCE), can’t be used to localize any UE or user. It is therefore our understanding that as long as the collected information remains in the RAN no privacy issues arise. 
Observation 1: It is agreed in the TR 37.817 that input data from the UE include “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available.”.
Observation 2: If the data collected by a UE remains in the RAN, identified by temporary identifiers, there are no privacy risks. 
In our view, the same observation is true when RAN data collection is used for the purpose of training of an AI/ML Model. 
Observation 3: If data, identified by temporary identifiers, is collected by a UE to train an AI/ML Model that is trained and executed in the RAN there are no user consents issues involved.
Therefore, when an AI/ML Model is Trained and Executed in the RAN it is our understanding that there is no need for user consent to be in place, even when detailed location information is requested from a UE.  
Proposal 1: Data, including detailed location information, e.g. GNSS location data, can be collected by the RAN for its own consumption, including Training and Inference of an AI/ML Model without user consent.
On the other hand, the current specification requires that for both management-based and signalling-based MDT, the MDT procedure and reporting to external entities are not started if user consent is not in place. In our understanding, the current framework should be assumed to be agnostic on the objectives of the data collection, e.g., it applies irrespectively of whether the data collection is used for MDT or for Training of an AI/ML Model in an external entity.  
Observation 4: Existing user-consent mechanism is in place when MDT procedures are started and does not depend on the purpose for which data is collected, which makes it look applicable also for AI/ML model training outside the RAN (in the OAM).
One option is to re-use existing user consent framework also when data is collected for Training an AI/ML Model located in OAM. But in our view, the existing user-consent framework may be too restrictive when data is collected for training purposes of an AI/ML Model deployed at the operator side.
In order to accurately train an AI/ML Model, the entity performing the training needs to have access to high-quality input data, meeting certain requirements. Data needs to be obtained from a large and diverse number of sources in order to be able to accurately characterize the problem to be solved and avoid biases. Data also needs to be sufficient and the amount of data that is considered as sufficient depends on the AI/ML Model accuracy that is required. 
When user consent requirement is in place, the UEs providing measurements for training in OAM are biased to be the ones satisfying user consent requirements. This creates a bias into the AI/ML data collection and towards AI/ML training. For instance, it is possible that users in a certain location or users with certain device capability are not willing to provide user consent.  
Observation 5: Re-using existing user consent principles when data is collected for training an AI/ML Model in the OAM is possible, but it may impact the quality of the trained AI/ML Model.
RAN3 therefore needs to further consider how to ensure user privacy for NG-RAN AI/ML when the AI/ML training function is in the OAM, and we propose to capture this aspect as an open point for further discussion and coordination with SA3 within the present work item. 
Proposal 2: How to ensure user privacy for NG-RAN AI/ML when the AI/ML training function is in the OAM is an open point that requires further discussion and coordination with SA3 within the present work item.
3 	Conclusion
In this paper we make the following observations and proposals:
Observation 1: It is agreed in the TR 37.817 that input data from the UE include “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available.”.
Observation 2: If the data collected by a UE remains in the RAN, identified by temporary identifiers, there are no privacy risks. 
Observation 3: If data, identified by temporary identifiers, is collected by a UE to train an AI/ML Model that is trained and executed in the RAN there are no user consents issues involved.
Proposal 1: Data, including detailed location information, e.g. GNSS location data, can be collected by the RAN for its own consumption, including Training and Inference of an AI/ML Model without user consent considerations.
Observation 4: Existing user-consent mechanism is in place when MDT procedures are started and does not depend on the purpose for which data is collected, which makes it look applicable also for AI/ML model training outside the RAN (in the OAM).
Observation 5: Re-using existing user consent principles when data is collected for training an AI/ML Model in the OAM is possible, but it may impact the quality of the Trained AI/ML Model.
Proposal 2: How to ensure user privacy for NG-RAN AI/ML when the AI/ML training function is in the OAM is an open point that requires further discussion and coordination with SA3 within the present work item.



