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[bookmark: _Hlk85061506]1	Introduction
In this contribution we identify high-level principles that a procedure used to exchange AI/ML predictions between NG-RAN nodes needs to satisfy.
[bookmark: _Hlk90546851]2	Reporting procedures between NG-RAN nodes	 
Currently, two NG-RAN nodes can exchange Resource Status information with each other. The procedure is started by a request from one NG-RAN node to another in which the first NG-RAN node requests the reporting of Load Measurements from a neighbouring NG-RAN node. The procedure can be used to start a measurement, to stop a measurement or to add a measurement at a neighbouring NG-RAN node. If a node is capable to provide the requested measurements it initiates the measurements as indicated by the first NG-RAN node. Existing measurement reporting over Xn interface is limited to load measurements reported through Resource Status procedure reported in a periodic fashion.
Observation 1: Resource Status procedure allows a NG-RAN node to report load measurements to a neighbouring NG-RAN node in a periodic way.
During the resource status procedure, a measurement request from a neighbour is started and continues until it is stopped by the requesting node. However, after a measurement is stopped between two nodes, there are no more associations between them with respect to this measurement so no additional measurement information can be reported.
Observation 2: After a measurement is stopped, no additional information can be reported from the reporting node.  
In TR 37.817, it was agreed to exchange predicted information between two NG-RAN nodes such as for example, predicted resource status information and predicted energy efficiency. The following was also agreed in the high-level principles of the TR: “The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.” 
Therefore, a NG-RAN node running an AI/ML Model Inference function may request specific ML Inference information from a neighbour NG-RAN node. This means that a procedure is needed to be in place to allow a NG-RAN node request and receive predictions from a neighbour NG-RAN node, providing those predictions.
Proposal 1: A procedure is needed to allow a NG-RAN node request and receive predictions from a neighbour NG-RAN node, providing those predictions. 
Next, we proceed to describe in high-level some of the desired characteristics of this procedure.
Sending of predicted information needs a different handling than normal measurements. This is due to several reasons:
1. An AI/ML Model providing predictions may be invalidated (or need retraining) during the reporting period. This can happen when network conditions change, making the model unfit for the environment. For example, this can happen due to unexpected events that take place at the node itself (e.g., a cell failure forcing UEs to be offloaded to a different cell), but also due to events or changes in conditions that happen to neighbouring NG-RAN nodes, and which may change the statistics of the input information used by an ML Model. For example, even though a NG-RAN node has indicated to a neighbour that its predicted load information is valid for 5 hours, it should be able to indicate to a neighbour if due to some event the predicted load after 3 hours changes considerably due to some event.
2. A node running an AI/ML Model may determine that AI/ML Model output characteristics have been updated during the reporting period. For instance, the accuracy of the model may have slightly decreased under a new network environment, but the AI/ML Model could be otherwise still usable by a neighbour node receiving the AI/ML Model Inference. 
Proposal 2: A node shall be able to indicate to neighbouring nodes consuming its AI/ML Model Inference that its AI/ML Model output characteristics have been updated during the reporting period.
In some cases, the changes in the AI/ML Model Output characteristics may have no impacts on the receiving node. For example, if the time interval during which a prediction is valid decreases slightly, a receiving node may still be able to use successfully this information. If a neighbouring node has an AI/ML Model producing predictions of resource status information valid for 6 hours but the node determines that the validity of a prediction is decreased to 3 hours, a recipient node may still be able to successfully utilize the inference information even though Model Output characteristics have been updated. 
In some cases, it could be possible that the node whose AI/ML Model Output characteristics have been updated tries itself to compensate for this change in the characteristics of AI/ML Model Inference. Consider an example where a node produces AI/ML Model Inference that has a certain validity time but in the course of time the node determines that the validity time of the prediction is halved. The node could try to compensate for this by adjusting the reporting period of the AI/ML Model Inference and report twice as often. 
Of course in some other case, if the AI/ML Model Inference is significantly updated (e.g., it is valid very shortly) then a receiving node may not be able to utilize the received information. It is up to the receiving node to determine whether to continue receiving the modified inference information or whether it proceeds to stop the measurement reporting.
Resource Status Procedure has been used to exchange load measurements between NG-RAN nodes through a periodic reporting. If this predicted information is used as Training Data in the input of another AI/ML Model at a neighbouring NG-RAN node, then training data should be tuned according to the training needs of a neighbour NG-RAN node. Periodic inference reporting may be useful in the beginning of the training process to provide sufficient Training Data for Training of an AI/ML Model. 
Observation 3: Periodic AI/ML Model Inference Reporting may be useful for initial training an AI/ML Model to guarantee a sufficient number of Training Data. 
However, once an AI/ML Model is almost trained at a node, the latter may only be interested in more infrequent prediction reporting from a neighbouring NG-RAN node, mostly related to monitoring purposes. Monitoring only certain events capturing the updates in AI/ML Model Inference from network nodes may allow to keep the reporting procedure active to collect Training Data and monitor impacting events to AI/ML Model Inference function, while at the same time keep the amount of reporting measurements limited.  
Observation 4: Monitoring only certain events capturing updates in AI/ML Model Inference from network nodes may allow to keep the reporting procedure active to collect Training Data and monitor impacting events to AI/ML Model Inference function, while at the same time keep the amount of reporting measurements limited.
In another case, a node may only be interested to train an AI/ML model satisfying a certain event e.g., a predicted load exceeding a certain threshold or a predicted UE trajectory following a certain path. Periodic reporting could waste network resources if the only aim is to train over a certain event while with event-based reporting the number of measurements is limited on a “need-basis”. 
Observation 5: Monitoring a certain event can also help a node collect Training Data only for a certain event or condition.
Proposal 3: The procedure used to report predicted information from a NG-RAN node to another shall allow a combination of periodic and event-based reporting methods.  


3 	Conclusion
In this paper we make the following observations and proposals:
Observation 1: Resource Status procedure allows a NG-RAN node to report load measurements to a neighbouring NG-RAN node in a periodic way.
Observation 2: After a measurement is stopped, no additional information can be reported from the reporting node.  
Proposal 1: A procedure is needed to allow a NG-RAN node request and receive predictions from a neighbour NG-RAN node, providing those predictions. 
Proposal 2: A node shall be able to indicate to neighbouring nodes consuming its AI/ML Model Inference that its AI/ML Model output characteristics have been updated during the reporting period.
Observation 3: Periodic AI/ML Model Inference Reporting may be useful for initial training an AI/ML Model to guarantee a sufficient number of Training Data. 
Observation 4: Monitoring only certain events capturing updates in AI/ML Model Inference from network nodes may allow to keep the reporting procedure active to collect Training Data and monitor impacting events to AI/ML Model Inference function, while at the same time keep the amount of reporting measurements limited.
Observation 5: Monitoring a certain event can also help a node collect Training Data only for a certain event or condition.
Proposal 3: The procedure used to report predicted information from a NG-RAN node to another shall allow a combination of periodic and event-based reporting methods.  




