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1	Introduction
[bookmark: _Hlk85061506]AI/ML Network Energy Saving has been one of the prioritized use cases studied in the Study for Data Collection for NR and EN-DC. In TR 37.817 the following input data for AI/ML Network Energy Saving have been captured:
From local node: 
-	UE mobility/trajectory prediction
-	Current/Predicted Energy efficiency
[bookmark: _Hlk87285238]-	Current/Predicted resource status
From the UE:
-	UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
From neighbouring NG-RAN nodes:
-	Current/Predicted energy efficiency
-	Current/Predicted resource status
-	Current energy state (e.g., active, high, low, inactive)
It has also been captured in TR 37.817 that the following information can be sent in the output of AI/ML-based Energy Saving:  
-	Energy saving strategy, such as recommended cell activation/deactivation. 
-	Handover strategy, including recommended candidate cells for taking over the traffic
-	Predicted energy efficiency
-	Predicted energy state (e.g., active, high, low, inactive)
Finally, feedback information to optimize the performance of AI/ML Network Energy Saving comprises the following information:
-	Resource status of neighbouring NG-RAN nodes
-	Energy efficiency 
-	UE performance affected by the energy saving action (e.g., handed-over Ues), including bitrate, packet loss, latency. 
-	System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
In this contribution, we provide our views on AI/ML Network Energy Saving. 
[bookmark: _Hlk90546851]2	Scope of Predicted Energy State
In TR 37.817 [1], it is agreed that current energy state can be sent from a neighbouring NG-RAN node as part of the input information towards another NG-RAN node. In [1], it is also agreed that predicted energy state of a NG-RAN node can be produced in the output. TS 28.310 [2] defines “Energy Saving State” instead. 
Observation 1:  There is lack of common terminology across TR 37.817 and TS 28.310 with respect to Energy Saving State. 

Proposal 1: We propose to align the terminology in TR 37.817 according to the terminology in TS 28.310 by updating “Current Energy State” to “Current Energy Saving State”. Similarly, we propose to use the term “Predicted Energy State” to “Predicted Energy Saving State”. 

Current and Predicted Energy State in [1] can take values active, high, low, inactive as opposed to [2] where a cell, a Network Element or a Network Function can only be in two states. In particular, in [2] energySaving state is defined as a state in which some functions of a cell or of a network element or of a network function are powered down. Also, notEnergySaving state is defined as a state when no energy saving is in progress.
Observation 2: There is an inconsistent definition of Energy Saving State between TR 37.817 and TS 28.310.
In our view, it will be confusing to use different terminology to characterize different states.
Proposal 2: We propose to align the naming of the different states of Energy Saving by using in the present work item the naming used in TS 28.310, i.e., energySaving and notEnergySaving as opposed to active and inactive. 
[1] defines also the possibility that current and predicted Energy Saving state is low or high. If the only allowed decisions by an NG-RAN node are Cell Activation or De-activation, states such as low or high do not seem applicable.  
Observation 3: If the only allowed decisions in the RAN are cell level activations or deactivations, it is not applicable to define an Energy Saving State taking values low or high.
Proposal 3: RAN3 is invited to clarify the scope and definition of Current/Predicted Energy Saving State.    
3	Predicted Energy Efficiency 
In [1], it was agreed that current and predicted Energy Efficiency is sent from neighbouring NG-RAN nodes as part of input information to AI/ML. Predicted Energy Efficiency is also produced in the output of an AI/ML Algorithm, while Energy Efficiency is also sent as part of feedback information. 
[1] allows the possibility that Energy Efficiency interpretation can be done both in the RAN and in the OAM, where AI/ML Training for Network Energy Saving can be hosted. However, Energy Efficiency is internal information to a NG-RAN node.
Observation 4: Energy Efficiency is internal information of a node and is not desirable to be shared in an inter-vendor scenario.
Besides, Energy Efficiency information sent to a neighbouring NG-RAN node may not be easily interpretable by it, unless additional parameters are reconfigured to each NG-RAN node. Besides the parameters required to calculate the Energy Efficiency, e.g. Data Volume (DV) and Energy Consumption (EC), other parameters may be needed to interpret variations in the Energy Efficiency KPI values from different network nodes. These can be classified into demography, topography and climate classes (cf. [3] – section 4.3). These parameters describe the network characteristics with regard to population density, geographical conditions and climate zones.
Observation 5: Energy Efficiency Information sent to a neighbouring NG-RAN node may not be immediately interpretable by the node, unless additional information is provided regarding the user density, geographical conditions, climate zones, etc.
On the other hand, Energy Efficiency information could be sent to OAM allowing OAM running an AI/ML Training algorithm to obtain the best Energy Saving action. Besides, Energy Efficiency calculated over a larger area, comprising a number of NG-RAN nodes, is more meaningful than considering Energy Efficiency on a per NG-RAN node basis since it can reflect the impacts of an Energy Efficiency action to different NG-RAN nodes.  
Observation 6: Energy Efficiency calculation for AI/ML Training at OAM is more meaningful than Energy Efficiency calculation in the RAN since it can capture Energy Efficiency over a larger area.  
Proposal 4: Energy Efficiency is input information sent from an NG-RAN node to OAM for AI/ML-based Network Energy Saving.
Proposal 5: Energy Efficiency and Predicted Energy Efficiency are not exchanged between NG-RAN nodes.
Another issue with legacy Energy Efficiency metrics (e.g., Data Volume over Energy Consumption) is that they do not reflect neither the cell load nor the Energy Consumption to be paid to support the additional or the subtracted load. Therefore, those metrics are not very suitable in deciding whether it is beneficial to offload a UE to a neighbour cell or not, from an Energy Consumption perspective. For example, load balancing schemes may try to move traffic towards the most Energy Efficient cell (or towards a cell that has signalled that it has the best Energy Efficiency). In Figure 1, the Energy Efficiency in GB/kWH is shown as a function of the daily data volume in GB, where each point represents a different site. Based on the figure, traffic would be offloaded towards Site #2 since that site has a higher (predicted) Energy Efficiency than Site #1. In fact, in the scenario illustrated in the figure, Site #1 may be a new and modernized site while Site #2 may be an older site with older hardware equipment and more poor Energy Efficiency. Hence, moving traffic towards Site #1 may turn out to be more beneficial (as shown in figure) since Site #1 may currently show a lower Energy Efficiency only because of low traffic (which implies a lower denominator in the EE metric) as opposed to having high(er) Energy Consumption. A lower traffic in Site #1 could in fact enable more flexible actions related to Energy Efficiency that could be taken by implementation at scheduler level. 
 [image: ]
[bookmark: _Ref110790029]Figure 1 EE (GB/kWH) as function of the daily data volume (GB)
A further problem of existing Energy Efficiency metrics is that even though one could know the Energy Efficiency for a given load, the behaviour of the Energy Efficiency curve is not known when traffic is added or subtracted from a cell. In fact, the effects of delta traffic (added or subtracted) may not be the same for two NG-RAN nodes with the same Energy Efficiency since this depends on their load, capability, and other (implementation specific) actions they can employ. 
Observation 7: Current Energy Efficiency metrics are unable to capture the effects of delta traffic (added or subtracted) at a NG-RAN node.
Observation 8: The effects of delta traffic may not be the same for two NG-RAN nodes with the same Energy Efficiency since those effects depend on load, capability, and other (implementation specific) actions that those NG-RAN nodes can employ.
Proposal 6: Consider other metrics capable to reflect the effects of additional or reduced load on network Energy Consumption.  
On another aspect, currently [1] doesn’t clearly distinguish from which point of view the different Energy Saving decisions are taken, namely whether those are from a cell point of view or from a node point of view. Since the current AI/ML output is reflected on a per-cell level granularity (namely recommended cell activations/deactivations), in our view Energy Saving decisions should be evaluated and considered on a cell level granularity.
Proposal 7: Energy Saving decisions should be evaluated and considered on a cell-level granularity. 
Finally, [4] defines the time duration of Energy Efficiency measurements, denoted as T, to be one of the following alternatives:
· Weekly measurement: T equals to 7 days
· Monthly measurement: T equals to 30 days
· Yearly measurement T equals to 365 days
Considering the fact that the minimum duration for Energy Efficiency measurements is one week (which is likely to include multiple cell activations or de-activations for Energy Saving), the Energy Efficiency metric would reflect the result of multiple Energy Saving Actions. Such a coarse granular measurement of Energy Saving indicates very few samples for AI/ML Model Training, which is not sufficient.
Observation 9: The current reporting period indicated in ETSI 202-228 may be sufficient for normal operations, but too infrequent to provide sufficient measurements for Data Collection when AI/ML-based Training is introduced.
Proposal 8: We propose to increase the measurement frequency for reporting Energy Efficiency measurements related to AI/ML Training Data collection compared to what is currently described in ETSI 202-228. 
4 	Conclusion
In this paper we make the following observations and proposals:
Observation 1:  There is lack of common terminology across TR 37.817 and TS 28.310 with respect to Energy Saving State. 
Proposal 1: We propose to align the terminology in TR 37.817 according to the terminology in TS 28.310 by updating “Current Energy State” to “Current Energy Saving State”. Similarly, we propose to use the term “Predicted Energy State” to “Predicted Energy Saving State”. 
Observation 2: There is an inconsistent definition of Energy Saving State between TR 37.817 and TS 28.310.
Proposal 2: We propose to align the naming of the different states of Energy Saving by using in the present work item the naming used in TS 28.310, i.e., energySaving and notEnergySaving as opposed to active and inactive. 
Observation 3: If the only allowed decisions in the RAN are cell level activations or deactivations, it is not applicable to define an Energy Saving State taking values low or high.
Proposal 3: RAN3 is invited to clarify the scope and definition of Current/Predicted Energy Saving State.    
Observation 4: Energy Efficiency is internal information of a node and is not desirable to be shared in an inter-vendor scenario.
Observation 5: Energy Efficiency Information sent to a neighbouring NG-RAN node may not be immediately interpretable by the node, unless additional information is provided regarding the user density, geographical conditions, climate zones, etc.
Observation 6: Energy Efficiency calculation for AI/ML Training at OAM is more meaningful than Energy Efficiency calculation in the RAN since it can capture Energy Efficiency over a larger area.  
Proposal 4: Energy Efficiency is input information sent from an NG-RAN node to OAM for AI/ML-based Network Energy Saving.
Proposal 5: Energy Efficiency and Predicted Energy Efficiency are not exchanged between NG-RAN nodes.
Observation 7: Current Energy Efficiency metrics are unable to capture the effects of delta traffic (added or subtracted) at a NG-RAN node.
Observation 8: The effects of delta traffic may not be the same for two NG-RAN nodes with the same Energy Efficiency since those effects depend on load, capability, and other (implementation specific) actions that those NG-RAN nodes can employ.
Proposal 6: Consider other metrics capable to reflect the effects of additional or reduced load on network Energy Consumption.  
Proposal 7: Energy Saving decisions should be evaluated and considered on a cell-level granularity. 
Observation 9: The current reporting period indicated in ETSI 202-228 may be sufficient for normal operations, but too infrequent to provide sufficient measurements for Data Collection when AI/ML-based Training is introduced.
Proposal 8: We propose to increase the measurement frequency for reporting Energy Efficiency measurements related to AI/ML Training Data collection compared to what is currently described in ETSI 202-228. 
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