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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]A new SI for Rel-18 called “Study on Enhancement for Resiliency of gNB-CU-CP” was agreed by RAN Plenary with the SID in [1]. The SI is justified by the fact that the split NG-RAN architecture is characterised by the presence of a single logical gNB-CU-CP connected to multiple logical gNB-DUs and logical gNB-CU-UPs, for each split gNB, and failures at that single gNB-CU-CP may cause interruption of UP traffic and disconnection of UEs.
For these reasons, failure scenarios should be studied and identified, based on current NG-RAN architecture. With that input a conclusion should be drawn if there is a need for standardized solution(s) on resiliency enhancements for the logical gNB-CU-CP node.
This document describes different failure scenarios for a gNB-CU-CP that are seen from an operator’s perspective and provides some conclusions for addressing those scenarios.
The document also includes a TP for inclusion in TR 38.xxx (number to be set by MCC) and related conclusions on a possible follow-up SI based on the output. 
2. Discussion
[bookmark: _Hlk109650841]2.1 Background
[bookmark: _Hlk110520332]The 3GPP split architecture for NG-RAN is described in TS 38.401 [2] with the different splits within a gNB according to the following figure:


Fig. 1: Overall architecture for separation of gNB-CU-CP and gNB-CU-UP [2]
The nodes shown in Fig. 1 are logical nodes, i.e., they can be implemented as physical network functions (PNFs) using dedicated hardware (HW) infrastructures or as virtual network functions (VNFs) running as software (SW) functions (e.g., virtual machines (VMs) or cloud-native containers (CNFs)) on general purpose processors (GPPs; with or without HW acceleration support), e.g., in a cloud environment of a data center. Because of non-real time requirements in CP signaling and UP processing especially the case of a centralized gNB-CU realized via a GPP/VNF-based implementation is seen as appropriate way that may be deployed e.g. in a cloud infrastructure at central office locations of operators which may have direct transport network (TN) connections (e.g. via tree- or ring-based fibers) to several gNB-DUs located at different antenna sites. In such deployment case the gNB-CU-CP has typically the CP responsibility for proper operation of a large number of cells covering a wider regional area.  
In principle, also the gNB-DU(s) may be centralized together with the gNB-CU (note: only the higher PHY layer functions (see e.g. [3]) if feasible from delay and throughput capabilities of the TN and processing capability of the data center), but in this study the focus should be on failure scenarios for gNB-CU and particularly for gNB-CU-CP only.   
Also, the interconnections between the logical nodes in Fig. 1 (E1, F1-C, and F1-U interfaces) are logical interfaces that may run across different underlying TNs between physically separated NF deployment locations or within a cloud environment (e.g., if gNB-CU-CP and related gNB-CU-UP(s) are orchestrated in co-located way). A gNB-CU-UP connected to the centralized gNB-CU-CP may be placed also at an antenna site (together with a gNB-DU), e.g., for local break-out purposes of the UP (e.g., for latency critical services in a vertical environment).
With regard to resiliency TS 38.401 includes only the following note:
NOTE:	For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation.
This statement might be correct and realizable in a single vendor case if targeted by an operator but how resiliency could be realized in a multi-vendor environment where gNB-DU and gNB-CU may be provided by different vendors is unclear and would require setting up proprietary solutions between involved vendors which is not a preferred way from an operator’s perspective. 
Resiliency measures for AMF has been considered by SA2 in TS 23.501 (see Sec. 5.21 of [4]). The applicability of those mechanisms for RAN purposes may be considered by RAN3 if appropriate failure scenarios are identified in the study. 
Note that resiliency measures for a deployment case with gNB-CU-CP at the antenna site (Distributed RAN/D-RAN) should not be of relevance for this study as an outage would impact the network performance only in a limited local area (similar to an outage of the co-located gNB-DU). Local resiliency measures may therefore be realized in the same way for both logical nodes (dependent on PNF/VNF implementation).
Observation 1: A failure of a gNB-CU-CP deployed together with one or more gNB-DUs at an antenna site has only a local impact on the RAN performance. Resiliency measures should be comparable with those applied for the gNB-DU. There is no need to enhance the 3GPP specifications to cover resiliency measures for such local deployments.
Proposal 1: The study should focus only on critical failure scenarios where a gNB-CU-CP is deployed in a central location of the operator’s network and has the responsibility for a higher number of gNB-DUs and therefore of wider regional coverage of related cells. 
2.2 Deployment scenarios to be considered
[bookmark: _Hlk110521476]For further consideration of failure scenarios for a centralized gNB-CU-CP we would like to propose a differentiation according to following two main deployment scenarios. 
Deployment scenario 1 (DS1): 
The antenna sites hosting the gNB-DU(s) are connected via a TN connection to a single central location hosting the gNB-CU-CP (and potentially also the gNB-CU-UP(s)). That means that there is no other location with suitable infrastructure available where a resilient gNB-CU-CP could be orchestrated except of this one single central location. 
This scenario is shown in Fig. 2 in a simplified way with just one antenna site hosting a single gNB-DU and with a single gNB-CU-UP at the central location hosting the gNB-CU-CP.
 


Fig. 2: Deployment scenario 1 (DS1) with the antenna site hosting a gNB-DU connected to just one central location hosting gNB-CU-CP and gNB-CU-UP(s)
Deployment scenario 2 (DS2): 
The antenna sites hosting the gNB-DU(s) are connected via separate TN connections to more than one central location which may host a gNB-CU-CP (and potentially also gNB-CU-UP(s)). This geo-redundant approach across locations (note: local geo-redundancy might be possible within one location if e.g. separation by firewall areas is feasible) is shown in Fig. 3 in a simplified way with just one antenna site hosting a single gNB-DU and with a single gNB-CU-UP at the central location 1 hosting the gNB-CU-CP. TN1 and TN2 denote the separate TN connections going from the antenna site to the related central locations 1 and 2. Note that in this case it is assumed that just the gNB-CU-CP and gNB-CU-UP in central location 1 are in active operational mode for the shown gNB-DU according to current 3GPP specification. At other central locations there may be the infrastructure available to host one or more gNB-CU components. If one of those is already in active mode it should not serve the gNB-DU shown in Fig.3 at the same time as the gNB-CU-CP in central location 1 does. This may be then only for a gNB-DU at a different antenna site (e.g., via TN3). 



[bookmark: _Hlk109727774]Fig. 3: Deployment scenario 2 (DS2) with the antenna site hosting a gNB-DU connected to more than one central location (geo-redundancy) hosting gNB-CU-CP and gNB-CU-UP(s) (only a single one is active)

Proposal 2: For consideration of failure scenarios for a centralized gNB-CU-CP a differentiation should made according to the following two main deployment scenarios.
· Deployment scenario 1 (DS1) with the antenna site hosting a gNB-DU connected to just one central location hosting the related gNB-CU-CP.
· Deployment scenario 2 (DS2) with the antenna site hosting a gNB-DU connected to more than one central location (geo-redundancy) and each central location may host a gNB-CU-CP (only a single one is active with respect to a gNB-DU).
2.3 Failure scenarios
There are different failure scenarios that may happen in a centralized gNB-CU-CP deployment as shown in Fig. 2 and Fig. 3: 
· SW or HW failure in a PNF-based implementation;
· [bookmark: _Hlk109720015]VNF (SW) or GPP (HW) failure in a virtualized environment (e.g. cloud-based implementation);
· Failures of NW connections, e.g., TN or server NW card failures;
· Total failure of central location, e.g., caused by a power shutdown or a disaster case.
Dependent on the deployment scenarios listed in Sec. 2.2 different solutions for suitable resiliency measures could be studied to resolve the outages caused by the failure scenarios.
Observation 2: Four main failure scenarios for a centralized gNB-CU-CP deployment are seen:
· SW or HW failure in a PNF-based implementation;
· VNF (SW) or GPP (HW) failure in a virtualized environment (e.g. cloud-based implementation);
· Failures of NW connections, e.g., TN or server NW card failures;
· Total failure of central location, e.g., caused by a power shutdown or a disaster case.
2.3.1 SW or HW failure in a PNF-based implementation
Here it is assumed that the gNB-CU-CP is implemented as a PNF with dedicated HW (which possibly may also cover gNB-CP-UPs at the same central location).
A SW failure of the gNB-CU-CP may result in an interruption of the CP signaling towards connected gNB-DUs, gNB-CU-UPs, and towards the 5GC (AMF). In case of DS1 a restoration of the proper SW functionality for the gNB-CU-CP on the same PNF HW is only feasible via appropriate implementation of the PNF vendor (no need for a standardized solution). For fast recovery of the functionality an alternative could be an active/stand-by implementation of the gNB-CU-CP SW on a spare PNF HW part placed in the same central location. In case of DS2 the listed approaches for active/stand-by implementation could in principle also be applied using the PNF infrastructure at another central location but to cover SW failures a local solution is preferred.
The PNF HW functionality may be restored in case of a failure by a HW reset as simplest solution. If this doesn’t work a HW exchange is required resulting typically in an unwanted longer outage of the CP functionality and therefore of many cells under the responsibility of the gNB-CU-CP. In case of DS1 a redundant PNF HW may be available for fast recovery that may allow to restore the gNB-CU-CP functionality. An active/stand-by implementation may be also feasible in that case as mentioned before for the SW failure case. In case of DS2 and missing spare PNF HW deployment at central location 1 restoration may happen via redundant PNF deployment, if available, at another central location which is connected to same gNB-DUs as the gNB-CU-CP in central location 1 (or at least to a subset of it).
2.3.2 VNF (SW) or GPP (HW) failure in a virtualized environment (e.g., cloud-based implementation)
In principle, the same statements as made for PNFs are also valid for a virtualized (e.g. cloud-based) implementation of the gNB-CU-CP in a data center at a central location. The benefit is that due to separation of HW and SW the recovery of the functionality can be based on same underlying cloud principles (e.g., using related tools of the cloud provider) independent of the RAN VNF vendors. I.e., it should be feasible to restore the gNB-CU-CP VNF in case of a failure on the same server (GPP) HW, if sufficient processing power is available. Under the same precondition it may be also possible to achieve reduced outage time by having an active/stand-by, stateless and/or load sharing implementation for a gNB-CU-CP running on a redundant GPP server. 
To achieve the required telco-grade availability a local N+M redundancy for the cloud server HW is required with N the number of primary working servers/processing cores and M the number of redundant ones available to take over from the primary servers/cores in case of failure. The configuration of N and M is dependent on the processing load required and the availability level targeted by the operator. 
In case of DS2 the local resiliency measures described before can also be transferred to other central locations if corresponding processing functionalities are given and the cloud cluster can be spread across neighboring locations.
Please note that there may be also failures of cloud (cluster) management components, but this is not considered here in the study.
2.3.3 Failures of NW connections, e.g., TN or server NW card failures
If there is a crash of the TN connectivity in case of DS1 that may e.g. require construction work this failure case has a similar impact on the network performance and operation as a total failure of the central location described in Sec. 2.3.4. Only in case of DS2 resiliency measures as described in Sec. 2.3.1 and 2.3.2 can be realized, i.e., the gNB-DU(s) can be connected to gNB-CU instances set up in neighboring central locations, if feasible.
For server NW card failures, the impact may be small if a redundant set up is used in the central location which might take over in a failure case, possibly also related to a relocation of the gNB-CU-CP instance to a redundant server part, if foreseen from the operator’s resiliency concept. Otherwise, similar to a total crash of the TN connectivity, only in the DS2 case the operation of a gNB-CU-CP can be restored at another central location to achieve a sufficiently short outage time.
2.3.4 Total failure of central location, e.g., caused by a power shutdown or a disaster case 
If the total central location fails, only the geo-redundant approach as considered in DS2 is feasible to avoid a longer outage. Again, for fast failure recovery an active/stand-by implementation of the gNB-CU-CP (and the gNB-CU-UP(s)) at another central location may be feasible (assuming sufficient processing power and TN capacity at that site). Otherwise, for slow failure recovery the OAM system could orchestrate a new gNB-CU CP instance at the related location(s) based on an emergency case plan set up by the operator. 
2.4 Conclusion on failure scenarios for a gNB-CU-CP to be covered by a standardized architecture enhancement
Based on the evaluation of failure scenarios considered in Sec. 2.3 we don’t see the need to consider enhancements for resiliency measures for following failure cases, as those have only local impact (D-RAN) or the functionality can be recovered by applying existing tools and implementations (like OAM and cloud-based mechanisms):
· Outage of gNB-CU(-CP) SW/HW when deployed at antenna sites (D-RAN case).
· Outage of gNB-CU(-CP) SW/HW when deployed in a central location and local SW/HW redundancy is available (independent of DS1 and DS2).
· Outage of gNB-CU(-CP) when deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and only slow recovery of gNB-CU(-CP) functionality is required by the operator.
The only failure case where we see a benefit of a resiliency enhancement in 3GPP specifications would be:
· Outage of gNB-CU(-CP) when deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and fast recovery of gNB-CU(-CP) functionality is required by the operator.
· Note: Fast recovery would also incorporate the gNB-CU-UP functionality in a redundant central location if it was running in the primary central location experiencing the failure.
Evaluation of solutions for fast recovery of gNB-CU(-CP) across central locations could be considered in a next step (e.g., follow-up SI), if the related failure scenario is agreed as relevant from RAN3 perspective.  
[bookmark: _Hlk110519307]Proposal 3: RAN3 should consider as relevant failure case only the gNB-CU(-CP) outage when it is deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and fast recovery of gNB-CU(-CP) functionality is required by the operator.
[bookmark: _Hlk110513825]Proposal 4: RAN3 should evaluate in a next step suitable resiliency enhancements and auto-recovery solutions for the failure scenario listed in Proposal 3. 
3. Conclusion
Based on the discussion in this paper, we can summarize the observations and proposals as listed in the following:
Observation 1: A failure of a gNB-CU-CP deployed together with one or more gNB-DUs at an antenna site has only a local impact on the RAN performance. Resiliency measures should be comparable with those applied for the gNB-DU. There is no need to enhance the 3GPP specifications to cover resiliency measures for such local deployments.
Proposal 1: The study should focus only on critical failure scenarios where a gNB-CU-CP is deployed in a central location of the operator’s network and has the responsibility for a higher number of gNB-DUs and therefore of wider regional coverage of related cells. 
Proposal 2: For consideration of failure scenarios for a centralized gNB-CU-CP a differentiation should made according to the following two main deployment scenarios.
· Deployment scenario 1 (DS1) with the antenna site hosting a gNB-DU connected to just one central location hosting the related gNB-CU-CP.
· Deployment scenario 2 (DS2) with the antenna site hosting a gNB-DU connected to more than one central location (geo-redundancy) and each central location may host a gNB-CU-CP (only a single one is active with respect to a gNB-DU).
[bookmark: _Hlk109894094]Observation 2: Four main failure scenarios for a centralized gNB-CU-CP deployment are seen:
· SW or HW failure in a PNF-based implementation;
· VNF (SW) or GPP (HW) failure in a virtualized environment (e.g. cloud-based implementation);
· Failures of NW connections, e.g., TN or server NW card failures;
· Total failure of central location, e.g., caused by a power shutdown or a disaster case.
Proposal 3: RAN3 should consider as relevant failure case only the gNB-CU(-CP) outage when it is deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and fast recovery of gNB-CU(-CP) functionality is required by the operator.
Proposal 4: RAN3 should evaluate in a next step suitable resiliency enhancements and auto-recovery solutions for the failure scenario listed in Proposal 3. 
A TP covering the proposed input for draft TR 38.xxx (number to be set by MCC) is given in Sec. 5 of present tdoc.
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Editor Note: Capture the general descriptions
[bookmark: tsgNames]The 3GPP split architecture for NG-RAN is described in TS 38.401 [2] with the different splits within a gNB according to the following figure:


Figure 4-1: Overall architecture for separation of gNB-CU-CP and gNB-CU-UP [2]
The nodes shown in Figure 4-1 are logical nodes, i.e., they can be implemented as physical network functions (PNFs) using dedicated hardware (HW) infrastructures or as virtual network functions (VNFs) running as software (SW) functions (e.g., virtual machines (VMs) or cloud-native containers (CNFs)) on general purpose processors (GPPs; with or without HW acceleration support), e.g., in a cloud environment of a data center. 
With regard to resiliency TS 38.401 includes only the following note:
NOTE:	For resiliency, a gNB-DU may be connected to multiple gNB-CUs by appropriate implementation.
This statement might be correct for a single vendor case if targeted by an operator, but it does not cover a multi-vendor environment.
A failure scenario for a deployment case with gNB-CU-CP at the antenna site (Distributed RAN/D-RAN) should not be of relevance for this study as an outage would impact the network performance only in a limited local area (similar to an outage of the co-located gNB-DU). Local resiliency measures may therefore be realized in the same way for both logical nodes (dependent on PNF/VNF implementation).
A more important scenario is the case when a gNB-CU-CP is deployed in a central office location of an operator’s network. Those central locations may have direct transport network (TN) connections (e.g., via tree- or ring-based fibers) to several gNB-DUs located at different antenna sites. In such deployment case the gNB-CU-CP has the responsibility for proper operation of a large number of cells covering a wider regional area, i.e., an outage has a strong impact on overall user experience in a larger part of the mobile network.
For further consideration of failure scenarios for a centralized gNB-CU-CP a differentiation according to following two deployment scenarios can be made: 
Deployment scenario 1 (DS1): 
The antenna sites hosting the gNB-DU(s) are connected via a TN connection to a single central location hosting the gNB-CU-CP (and potentially also the gNB-CU-UP(s)). That means that there is no other location with suitable infrastructure available where a resilient gNB-CU-CP could be orchestrated except of this single central location. 
This scenario is shown in Figure 4-2 in a simplified way with just one antenna site hosting a single gNB-DU and with a single gNB-CU-UP at the central location hosting the gNB-CU-CP. 



Figure 4-2: Deployment scenario 1 (DS1) with the antenna site hosting a gNB-DU connected to just one central location hosting gNB-CU-CP and gNB-CU-UP(s)
Deployment scenario 2 (DS2): 
The antenna sites hosting the gNB-DU(s) are connected via separate TN connections to more than one central location which may host a gNB-CU-CP (and potentially also gNB-CU-UP(s)). This geo-redundant approach across central locations (note: local geo-redundancy might be possible within one location if e.g. separation by firewall areas is feasible) is shown in Figure 4-3 in a simplified way with just one antenna site hosting a single gNB-DU and with a single gNB-CU-UP at the central location 1 hosting the gNB-CU-CP. TN1 and TN2 denote the separate TN connections going from the antenna site to the related central locations 1 and 2. Note that in this case it is assumed that just the gNB-CU-CP and gNB-CU-UP in central location 1 are in active operational mode for the shown gNB-DU according to current 3GPP specification. At other central locations there may be the infrastructure available to host one or more gNB-CU components. 



Figure 4-3: Deployment scenario 2 (DS2) with the antenna site hosting a gNB-DU connected to more than one central location (geo-redundancy) hosting gNB-CU-CP and gNB-CU-UP(s) (only a single one gNB-CU-CP is active)

5	Study failure scenarios associated with the gNB-CU-CP
5.1	Scenario and issue description 
Editor Note: Capture the descriptions of failure scenario and issue.
There are different failure scenarios that may happen in centralized gNB-CU-CP deployments as shown in Figures 4-2 and 4-3: 
(1) SW or HW failure in a PNF-based implementation;
(2) VNF (SW) or GPP (HW) failure in a virtualized environment (e.g. cloud-based implementation);
(3) Failures of NW connections, e.g., TN or server NW card failures;
(4) Total failure of central location, e.g., caused by a power shutdown or a disaster case.
For failure scenarios (1) and (2) the gNB-CU(-CP) functionality can be recovered by taking local redundancy in the same central location into account (e.g., based on usage of spare HW (PNF/GPP) for redundancy purposes). A slow recovery can be initiated via OAM orchestrating a new gNB-CU(-CP) instance on the spare HW (e.g., in combination with cloud-based mechanisms in a virtualized environment). A fast recovery approach to bring the outage time down would require active/stand-by operation of a mirror gNB-CU-CP instance in parallel which may be realized in a local environment by appropriate implementation (incl. also cloud-based mechanism in case of virtualization).
Slow recovery may also work in case of failure scenarios (3) and (4) using a second central location for orchestrating a new gNB-CU-CP instance via OAM, but the critical and more important issue from an operator’s perspective is fast recovery in the geo-redundant case as 3GPP specifications do not provide suitable support for it.
Therefore, the failure case where a benefit of a resiliency enhancement in 3GPP specifications is seen would be:
· Outage of gNB-CU(-CP) when deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and fast recovery of gNB-CU(-CP) functionality is required by the operator.
· Note: Fast recovery would also incorporate the gNB-CU-UP functionality in a redundant central location if it was running in the primary central location experiencing the failure.
6	Conclusion
Based on the study of failure scenarios considered in Sec. 5 there is no need to consider enhancements for resiliency measures for following failure cases, as those have only local impact (D-RAN) or the functionality can be recovered by applying existing tools and implementations (like OAM and cloud-based mechanisms):
· Outage of gNB-CU(-CP) SW/HW when deployed at antenna sites (D-RAN case).
· Outage of gNB-CU(-CP) SW/HW when deployed in a central location and local SW/HW redundancy is available (independent of DS1 and DS2).
· Outage of gNB-CU(-CP) when deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and only slow recovery of gNB-CU(-CP) functionality is required by the operator.
The only failure case where a benefit of a resiliency enhancement in 3GPP specifications is seen would be:
· Outage of gNB-CU(-CP) when deployed in a central location without sufficient local redundancy, but availability of geo-redundancy (SW/HW) (i.e., DS2 case) is given and fast recovery of gNB-CU(-CP) functionality is required by the operator.
· Note: Fast recovery would also incorporate the gNB-CU-UP functionality in a redundant central location if it was running in the primary central location experiencing the failure.
Evaluation of solutions for fast recovery of gNB-CU(-CP) across central locations could be considered in a next step (e.g., follow-up SI), if the related failure scenario is agreed as relevant from RAN3’s perspective.  
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