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Introduction

At previous discussion, RAN2 achieve consensus on Slice list and priority information for cell reselection in [1]. At last RAN3 meeting, it is proposed to configure slice group at NG, F1, and Xn interface[2-4]. Besides these, other issues about slice should be considered, such as scheduling and QoE reporting. Therefore, RAN3 should finalize specification impacts based on other groups’ progress. This contribution provides our consideration on this aspect.
Discussion
In order to support the features introduced in RAN2, SA2 agreed to provide slice grouping to UE NAS layer.
	5.15.x
Network Slice AS Groups support

The RAN may support Network Slice AS Groups (NSAGs) which are used as specified in TS 38.300 [27], TS 38.304 [50]. A Network Slice AS Group may be valid in one or more Tracking Areas. The RAN provides (and updates) the AMF with the values of the NSAG(s) an S-NSSAI is associated with in a TA using the NG Set Up and RAN Configuration Update procedures (see TS 38.413 [34]). The AMF in turn provides this information to the NSSF.  In deployments where the total number of groups does not exceed the number of groups associated with the NSAG size limit defined in TS 38.331[28]), all theNSAGs configured in the RAN may be unique per PLMN. 


5G wireless access network supports resource isolation between slices. Resource isolation can be customized for different customers, and can be achieved through radio resource management (RRM) strategies and protection mechanisms. These mechanisms should avoid the shortage of shared resources in one slice damaging the service level agreement of another slice. The network slices are isolated from each other, and the congestion, overload and configuration adjustment of any network slice will not affect other network slices. In the base station, a large number of signaling interactions generated by all slices in the scheduling process will be maintained, resulting in signaling congestion in the network. Such scheduling of slices may also lead to uneven use of radio resources. Radio resources are especially occupied and used by a certain slice, resulting in resource congestion in some network slices and insufficient scheduling of idle resources in some network slices. When there is no relevant service data, these radio resources are idle and wasted. Other slices may be short of wireless resources due to more service data.

Proposal1: It is suggested that RAN2 and RAN3 consider the RRM strategies and signaling process about slice group or slice as granularity scheduling.

In 5G network, when the terminal (UE) needs to send data, the processed data is stored firstly in the buffer, and then the uplink wireless resources are applied to the network through the data buffer status report (BSR). After the base station (gNB) processes the uplink transmission data request of multiple UEs in the MAC layer according to the priority, service level, data size, etc. of the data that the terminal needs to send, it configures the minimum number of uplink (UL) authorizations for the terminal (UE) according to the radio resources(RB) of the cell. When the base station takes slice as granularity, the terminal needs to schedule radio resources, and UEs need to report the corresponding buffer to apply for more radio resources. Therefore, RAN2 needs to consider the corresponding buffer reporting process.

Proposal2: It is proposed that RAN3 and RAN2 to consider the BSR process with slice group or slice as granularity when scheduling.

In the process of radio resource management and scheduling, the centralized unit (CU) of 5G base station realizes the UE context establishment/modification process through the F1 interface message between the distributed unit (DU) and CU, and notifies the DU of the associated network slice of each data wireless bearer. However, the buffer status report (BSR) message in the current protocol doesn’t contain the network slice group. The base station cannot implement the radio resource management policy in this slice group. Therefore, the relevant information of the network slice is notified in the UE context establishment / modification process of the F1 interface. Specifically, the network slice group identification information and the priority of the network slice group are carried in the UE context establishment request message or the UE context modification request message.

Proposal3: It is proposed that the network slice group identification information and the priority of the network slice group are introduced in UE CONTEXT SETUP REQUEST/ UE CONTEXT SETUP MODIFICATION at F1 interface.

QoE is defined as the overall acceptability of an application or service, which is the subjective feeling of end users or the satisfaction of users with network services. QoE can be qualitatively defined by five levels, namely excellent, good, average, poor and extremely poor. ITU-T Rec E.800[5] initially defined QoS as "the comprehensive effect of service performance that determines users’ satisfaction". At present, the industry narrowly understands QoS as the performance indicators of the underlying packet data transmission, such as delay, jitter, bandwidth, bit error, etc. QoE is associated with specific services. For example, some services are sensitive to delay, while others are sensitive to packet loss rate. Although good QoS may produce good QoE, it is only a necessary condition. QoS is related to the overall performance of the network, while QoE describes the personalized experience of each service of users. It is convenient for the network to understand and obtain the QoS information of the terminal and the QoS information of the user, to implement effective scheduling algorithms and reasonable service packet transmission strategies. It is necessary to transmit the QoS information of the UE (including the maximum bit rate that the UE can achieve in the service slice group) and the QoS information of the user on the F1 interface.
Proposal4: It is proposed to discuss the QoS information of UE (including the Maximum Bit Rate of slice group IE that UE can achieve in the service slice group) at SA2, and introduce it and the QoE information IE in UE CONTEXT SETUP REQUEST/ UE CONTEXT SETUP MODIFICATION at F1 interface.

When the network slices are located in different cells, cross-cell scheduling is needed for load balancing between different slices. The overload information in the slice can be notified to another cell through the Xn interface message for load balancing between slices. When a slice is located in multiple cells, the overload information of the heavily loaded cell in the slice can be notified to the cell where another slice is located. Specifically, the network slice identification, slice group identification and overload indication information can be carried in the resource status update message of the Xn interface. When the other cell receives the message, it reserves resources for the cells of all slices to achieve load balancing between slices.

Proposal5: It is proposed to introduce Slice Identifier IE, Slice Group Identifier IE and Overload Indication Information IE in the RESOURCE STATUS UPDATE MESSAGE at Xn interface for load balancing between cells belonging to different slices.
Conclusion

In this contribution , the proposals are:

Proposal1: It is suggested that RAN2 and RAN3 consider the RRM strategies and signaling process about slice group or slice as granularity scheduling.

Proposal2: It is proposed that RAN3 and RAN2 to consider the BSR process with slice group or slice as granularity when scheduling.

Proposal3: It is proposed that the network slice group identification information and the priority of the network slice group are introduced in UE CONTEXT SETUP REQUEST/ UE CONTEXT SETUP MODIFICATION at F1 interface.
Proposal4: It is proposed to introduce the QoS information of UE (including the Maximum Bit Rate of slice group IE that UE can achieve in the service slice group) and the QoE information IE in UE CONTEXT SETUP REQUEST/ UE CONTEXT SETUP MODIFICATION at F1 interface.

Proposal5: It is proposed to introduce Slice Identifier IE, Slice Group Identifier IE and Overload Indication Information IE in the RESOURCE STATUS UPDATE MESSAGE at Xn interface for load balancing between cells belonging to different slices.
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