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1 Introduction

The LS from SA6 received at the last RAN3 meeting [1] highlighted a problem setting up dedicated EPS bearers for MCPTT media (QCI 65) in an eNB maxed out with commercial traffic. In these conditions, if a group MCPTT call requires setting up GBR bearers for around 30 users in a cell, some bearer requests are rejected by the RAN due to pre-emption failure. This results in MCPTT users not being able to join the call. RAN vendors in SA6 had indicated that eNBs typically have bearer pre-emption rate limitations [2].
Subsequent discussion in RAN3 acknowledged the issue, but no consensus could be reached on a) whether a solution was needed, and b) if so, which one. The discussions was agreed to be continued [3].
2 Discussion
2.1 Background on Mission-Critical Support in LTE
Mission-Critical (MC) support in LTE, including group calls, was introduced in Rel-12; it is based on the GCSE-LTE architecture [4]. At the heart of this architecture is an application server which communicates to a fleet of dedicated UEs and can trigger both unicast and multicast traffic requests toward the appropriate EPC nodes (see Figure 1).


[image: image1.emf]UE eNB

MBMS 

GW

BM-SC

GC

Application 

MCE MME

P-GW

Uu

M1

M2

M3

SG-imb

SG-mb

PCRF

Sgc-U

Gx

S-GW

Sm S11

S5

S1-U

GC Application 

Client/Proxy

UE

ProSe 

Communication

SGi

Rx

Sgc-C

GC 

APplication 

Client

 
Figure 1 The GCSE-LTE architecture [4].
Group calls, group management and mapping of groups to IP multicast addresses are handled at the application layer. The Group Call Services (GCS) traffic may be carried over pre-established MBMS bearers, and it is possible for the application server to switch between multicast (broadcast) and unicast bearers according to e.g. cell load, number of interested UEs and their location. The Group Call (GC) application server is outside the RAN and is provided by a third party. Specific QCI values for this type of traffic were also introduced (QCI 65, 66 for mission-critical and non-mission critical UP PTT, respectively) [4]
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[5].
Observation 1: One of the underlying assumptions behind the GCSE-LTE architecture is that the GC application server can select between unicast (EPS bearers) and multicast (MBMS) according to e.g. cell load, number of interested UEs and their location.
A number of current deployments, however, need to support MC services regardless of the availability of MBMS (in fact, MBMS does not seem to be very commonly deployed nowadays). In this situation the MC functionality is required to work with only unicast bearers. But this, in turn, requires the unicast functionality to work under more stringent conditions: a group call involving 30 UEs per cell, as mentioned in [2], would typically be better served over multicast than using individual EPS bearers.
Observation 2: Supporting MC services without deploying MBMS stresses the unicast functionality; some RAN implementations may not be able to cope with this, and this is what causes the issue.
2.2 Proposal for a Way Forward
According to feedback from some operators, deploying MBMS is not an option at this point. So, this issue needs to be addressed in a pragmatic way.
Proposal 1: According to feedback from some operators, deploying MBMS is not an option; a pragmatic solution is needed.

We should discuss how much to rely on signaling mechanisms vs. a dedicated implementation. Here we can observe that regardless of the S1 signaling we might specify, propagating control plane information from the RAN all the way to the application server involves several interfaces (S1, S11, S5, Gx, and Rx – see Figure 1).
Observation 3: Propagating control plane information from the RAN to the application server involves several interfaces (S1, S11, S5, Gx and Rx).
MC call setup is subject to very stringent requirements: 1 s end-to-end as defined by [6], including the time needed to pre-empt existing bearers and “kick out” non prioritized users. It seems reasonable to assume that many if not all EPS nodes involved, will exist in a virtualized implementation, eliminating most if not all interfaces internal to the EPS. Such an EPS implementation seems fully able to manage all bearer management actions related to MC services.
Observation 4: It seems reasonable to assume that many if not all EPS nodes involved will exist in a virtualized implementation, eliminating most if not all EPS internal interfaces.
Then, a pragmatic solution by RAN3 will need to support such a specialized EPS implementation. Complex bearer management frameworks as proposed at RAN3 #113-e are not an option, also considering a) the very strict time constraints for MC call setup [6] and b) the significant impact on already deployed eNBs and MMEs. This requires our approach to be not only pragmatic, but also minimalistic.

Observation 5: Given the very strict time constraints for MC call setup and the significant impact on already deployed nodes, complex bearer management frameworks over S1 are not an option.

Of all the solutions already discussed by RAN3, probably the most pragmatic and simplest at this point seems to be to send a cause value to the EPS signaling when a bearer setup has failed due to a pre-emption limitation in the eNB, such as proposed in [7] and [8]. With the understanding that the MME implementation will be able to manage the appropriate consequent actions.
Proposal 2: Discuss and agree the addition of a dedicated cause value over S1AP (and W1AP in case of split eNB), with the understanding that the MME implementation will take appropriate action after receiving this information.
We should also consider whether to introduce a similar cause value also in NGAP and F1AP. Given the evolution of hardware and virtualization platforms for 5G, and also considering that the work on NR MBS is ongoing (MBS is one of the means to support MC in NR but follows different mechanisms with respect to MBMS) we propose not to introduce the cause value in NGAP and F1AP at this time.
Proposal 3: Given the evolution of hardware and virtualization platforms for 5G and considering that the work on NR MBS is ongoing, we propose not to introduce the cause value in NGAP and F1AP at this time.

Proposal 4: Reply to SA6 as in [9].
3 Conclusions and Proposals
Our observations and proposals are summarized below.
Observation 1: One of the underlying assumptions behind the GCSE-LTE architecture is that the GC application server can select between unicast (EPS bearers) and multicast (MBMS) according to e.g. cell load, number of interested UEs and their location.

Observation 2: Supporting MC services without deploying MBMS stresses the unicast functionality; some RAN implementations may not be able to cope with this, and this is what causes the issue.
Proposal 1: According to feedback from some operators, deploying MBMS is not an option; a pragmatic solution is needed.

Observation 3: Propagating control plane information from the RAN to the application server involves several interfaces (S1, S11, S5, Gx and Rx).
Observation 4: It seems reasonable to assume that many if not all EPS nodes involved will exist in a virtualized implementation, eliminating most if not all EPS internal interfaces.

Observation 5: Given the very strict time constraints for MC call setup and the significant impact on already deployed nodes, complex bearer management frameworks over S1 are not an option.

Proposal 2: Discuss and agree the addition of a dedicated cause value over S1AP (and W1AP in case of split eNB), with the understanding that the MME implementation will take appropriate action after receiving this information.

Proposal 3: Given the evolution of hardware and virtualization platforms for 5G and considering that the work on NR MBS is ongoing, we propose not to introduce the cause value in NGAP and F1AP at this time.
Proposal 4: Reply to SA6 as in [9].
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