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1 Introduction

CB: # AIRAN3_LB

- Converge on the left issues on the input/output, feedback, solution
- Merging any agreement parts; provide TP if agreeable 

- Capture agreements and open issues

(E/// - moderator)

Summary of offline disc R3-215910
2 For the Chairman’s Notes
· WA: Model Inference for AI/ML applied to Load Balancing is hosted by the gNB-CU. 

· Maintain the note that  “Other possible locations of the AI/ML Model Inference are FFS.  ”
· The Model Training function may consist of both online and offline training

· Agree that Model Training is supported in both the RAN and the OAM. Remove the note stating that  “Other possible locations of the AI/ML Model Training are FFS.  ”
Agree to the following list of input to be added to the use case description:
From the local node:

1. Own load information (e.g. per cell, per SSB Area): these can be assumed to be some or all of the resource information in current Xn: Resource Status Update procedure

2. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

From the UE:

5. UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)

8. UE Radio Measurements, e.g., RSRP, RSRQ, SINR

9. UE Mobility History Information

From neighbour NG-RAN Nodes:

11. Own load information (e.g. per cell, per SSB Area): these can be assumed to be some or all of the resource information in current Xn: Resource Status Update procedure

12. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

Feedback Information:

15. UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)

16. Load information updates from target NG-RAN

17. Cell level performance 
after Mobility Load Balancing from target NG-RAN

For the following inputs it is proposed to leave them as FFS:

4. UE trajectory prediction 

6. UE average speed per cell

7. UE traffic information (e.g. packet size, packet delay, next packet arrival time)

10. UE performance measurement at the target cell, e.g. E2E delay

The following Model Inference outputs are supported by a large majority and are proposed to be added to the use case description:

1. Selection of target cell for mobility load balancing 

2. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

3. Predicted signalled cell 
load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

It is proposed to mark the need for the “UE Trajectory prediction” output as FFS and to continue discussions on whether the UE Trajectory prediction is a node internal output or whether it should be signalled to the Actor

Due to late addition, it is proposed to have the following outputs as FFS:

6. the UE(s) selected to be handed-over to target NG-RAN node

7. predicted time stamp of handover

· It is proposed to include the signalling of the Validity Time for Model Inference outputs consisting of predictions
. It is FFS whether the validity time is applied to all outputs produced by the Model Inference function

· It is proposed that signalling of the Accuracy per Model Inference output is FFS. It is proposed to further discuss whether the accuracy can be derived in a consistent way, independent of the type of implementation.
· It is proposed not to continue discussions on wanted accuracy for the subscribed output of a Model Inference function for Load Balancing

· It is proposed not to continue discussions on the introduction of an AI Function Management procedure to e.g. activate deactivate AI/ML based functions


· It is proposed not to continue discussions on a unified procedure for Model Inference output reporting. Such solution may be considered during normative work
· Agree TP in R3-21xxxx

3 Discussion 
The Load Balancing use case has been tackled in previous RAN3 discussions.

Below, for convenience, the Solutions and Standard Impacts captured in TR37.817 are reported:

5.2.2
Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based load balancing:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

· AI/ML Model Training and Model Inference are both located in the gNB-CU.

Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS.  

To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   

If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
3.1 Discussion on Training and Inference deployment 
In a number of papers new function deployments were proposed for the load balancing use case. 
In R3-215478, for example, a hybrid function deployment solution is proposed where the Model Inference function is deployed at both the gNB-CU and gNB-DU.

In R3-215331, the assumption taken is that if the Model Inference function is deployed at the gNB-DU, the Model Training function needs to be located at the gNB-CU. 

In R3-215474, it is proposed to remain generic about the location of the Model Training and Model Inference function and to simply state that Model Training and model Inference can be located at the RAN, without specifying in which spit RAN node. Such decisions can be taken later on, where the exact inference inputs and outputs are decided.

In R3-215666, it is stated that the Model Training function should be deployed at the OAM and that it is not feasible to have such function in the RAN. Furthermore, R3-215666 proposes to split the Model Training function in two parts, an Online Model Training function and an Offline Model Training function. R3-215666 goes on to state that the Online Model Training function is better hosted at the RAN, while the Offline Model Training function is better hosted at the OAM.
TR37.817 currently supports the following deployment scenarios:
The following solutions can be considered for supporting AI/ML-based load balancing:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

· AI/ML Model Training and Model Inference are both located in the gNB-CU.

Clarity needs to be made about the scenarios of reference for the MLB use case.

Companies are invited to provide their views on whether RAN3 should consider as a use case the one where the Model Inference function is deployed at the gNB-DU

	Company
	Comment

	Ericsson
	In our contribution R3-215474 we propose not to specify, at this point in time, where within the RAN the Model Inference function resides. We therefore propose to remove the part stating deployments for a split RAN architecture from the TR text above and leave this discussion to the WI phase.
Nevertheless, at this point in time we believe that the Model Inference function should be hosted by the gNB-CU. The gNB-CU has knowledge of UE measurements towards neighbours and therefore mobility. The gNB-CU has knowledge of when state changes (e.g. Connected to Inactive/Idle) will occur. The gNB-CU has knowledge of the QoS of each bearer. Hence the gNB-CU has a better vision of how cell load may change. The gNB-DU can provide to the gNB-CU Resource Status Updates that would help the gNB-CU to infer the predicted load.

Note that the information to be provided by the gNB-DU or the gNB-CU in case inference is run at the gNB-CU does not need to be more than the “normal” load reporting the gNB-DU carries out as per today´s specifications.


	Huawei
	We think that for the agreed use cases, technically we don’t see any need that inference has to be deployed at gNB-DU side for disaggregated architecture. If we take a further step, we think that gNB-CU has more knowledge than gNB-DU does, it would be more proper for gNB-CU to perform inference.

	Lenovo and Motorola Mobility
	In last RAN3 meeting, we achieved the agreements that Model Inference function can be located at the gNB-CU, and whether it can be deployed at the gNB-DU is FFS. We can maintain the part stating deployments for a split RAN architecture in the TR.

Since the gNB-DU has inputs for load prediction, e.g. current/historical resource information, inference inputs exchange between the gNB-CU and gNB-DU can be avoided if gNB-DU performs Model Inference. It is feasible to locate Model Inference function at the gNB-DU, but the details need further study e.g. how to transfer ML Model via the F1 interface.

	Deutsche Telekom
	We don’t see the need to have the inference function in the DU. The CU is the node having an overview about cell status of DUs belonging to its responsibility and is therefore suitable to make predictions for load balancing. The DU delivers related info required for inference in CU. For other use cases there is certainly the possibility to have also inference in DU (see discussion on Rel-18 for AI/ML for Air Interface).

	Futurewei
	For Load Balancing scenario, the inference or prediction results (e.g., predicted traffic load, UE trajectory and others) are mainly used for handover decisions, i.e., selecting target cells for UEs to be offloaded. This decision is logically handled at CU; thus, we don’t see a need to consider additional scenario of supporting inference at DU. For other use cases, this need can be separately assessed.

	Nokia
	We support the case where Model Inference is located at the gNB-DU. We have agreed that a gNB can request from its neighbours load predictions. If these load predictions involve predicted load information (e.g., PRB load) available at the gNB-DU then Model Inference at the gNB-DU can calculate those predictions and send them to the gNB-CU. This would incur much less information exchange over F1 interface. Furthermore, such a solution would require lower processing at the gNB-CU to obtain the predictions if the load predictions are calculated in a distributed fashion at the DU. Finally, DU could also use internal knowledge to calculate predictions of its load, which can lead to more accurate predicted information. 

On the other hand, we do not want to force a gNB-DU to support load predictions towards its gNB-CU. For this reason, we support that some gNB-DUs may optionally provide load predictions to their gNB-CU and some others may provide raw load information.  

	Verizon
	gNB-CU has better visibility across the network for making inferences for load balancing use case.

	NEC
	Depending on solution, Model Inference in split architecture could be deployed in gNB-DU.

	Intel
	Considering load balancing between different gNB-DUs, we think it is possible to deploy model inference in gNB-DU.
Additionally, as we also proposed in R3-215269, we also think NG-RAN can continue perform model training based on received trained model from OAM. A new deployment scenario can be considered, i.e. model training in OAM, (continue) model training and model inference in NG-RAN.

	Samsung
	With the consideration of data availability and computation resources, for the split structure, CU is a proper candidate for AI/ML model to reside. The reason includes 1) the computation resource for CU is more sufficient than that of DU; 2) CU can collect resource status from DU via F1 interface and exchange the status with neighbors via Xn interface; 3) CU is responsible to make decision of UE handover to transferring load.

	CATT
	We think the Model inference function should be located in Gnb-CU. First, Gnb-CU could be cloudy deployed and have more resources to do the model training as well as model inference. Secondly, CU have more information collected from UE and other network entities. Thirdly, the mobility decision is always implemented by CU.  

	CMCC
	CU is more suitable for the deployment of Model Inference function.

	ZTE
	For load balancing, load prediction, and trajectory prediction could be one kind of input information. If we consider load prediction or trajectory prediction in the split architecture, ML inference for the prediction could be located in the CU, and even in the DU for real-time requirement. 

	Qualcomm
	Yes, it is possible.

A typical solution may include several models running in hierarchical way: some running in OAM, some in CU, some in DU. The model in DU could:

· handle the cell level load balancing

· provide finer granularity of decisions

· provide prediction information.


Conclusions:

7 companies support that Model Inference is hosted at the gNB-CU. 

6 companies support that Model Inference may also be located at the gNB-DU.

The following is proposed: 

WA: Model Inference for AI/ML applied to Load Balancing is hosted by the gNB-CU. 

Maintain the note that  “Other possible locations of the AI/ML Model Inference are FFS.  ”

Companies are invited to provide their view on whether the Model Training function shall be split into two parts, the Online Model Training function and the Offline Model Training function
	Company
	Comment

	Ericsson
	Whether online or offline training is used, it is a matter of implementation. Online training goes in the direction of reinforcement learning, which is one implementation option. The assumption in RAN3 has been to remain implementation agnostic, therefore we would like to avoid spitting of the training function in online and offline training. This would open the door for further splitting that would depend on different learning techniques (e.g. federated learning). At this stage of the work on AI/ML support, we propose to maintain the Model Training function as one.  

	Huawei
	Our general understanding is that RAN is not a proper place for model training, but companies argue that there could be implementation that training could be done in RAN side (i.e. online training or reinforcement learning), that’s why we think it should be good to clarify this, since offline training does require data storage function which is not part of RAN scope and not needed for online training. 

	Lenovo and Motorola Mobility
	We should avoid splitting Model Training function into Online Model Training function and Offline Model Training function since it is implementation agnostic, for different use case, the proper model training may be applied.

	Deutsche Telekom
	We strongly support to make that differentiation as offline and online training typically address different parts of model LCM. We share the same view as Huawei that (initial) offline training should be done outside the RAN domain, e.g. in OAM. The need for online training depends on model and learning method to be applied, e.g. for reinforcement learning.

	Futurewei
	Whether the training is online or offline belongs AI/ML algorithm design decision and we suggest leaving this to vendor implementation and keep the RAN intelligence framework general. 

	Nokia
	We are not sure how “splitting” of the Model Training function is meant, but in our view, it could be useful to clarify that offline training is done in OAM while online training is done in the gNB. 

	Verizon
	Both offline /online training are possible depending on the use case. Offline training should be done in OAM while online training is within NG-RAN. 

	NEC
	Not sure this is beneficial.

	Intel
	We think it would be good to clarify in the deployment scenario that NG-RAN is also able to continue perform model training based on received model from OAM. From general framework point of view, we can keep it general as model training.

	Samsung
	The online and offline training are distinguished by whether to update the model during inference stage by new-collected data. The choice of online/offline training and detailed training algorithm are out of scope. The training in the TR includes both online and offline ones. And the current options for training/inference position in TR can cover both online/offline cases.

	CATT
	Support to clarify both online and offline training should be supported and whether/how to use online training is up to implementation. 

	CMCC
	Agree with Ericsson that whether online or offline training is used, it is a matter of implementation and out of scope.

	ZTE
	No need to explicitly indicate training function is offline training or online training. In the current discussion, we can assume that model training includes online training and offline training. We should focus on the solutions per use case basis.

	Qualcomm
	Yes. If we standardize them, they have different signaling impact. In this release, probably offline training could be up to implementation. But, it is useful to standardize the signaling online training.


Conclusions:

6 companies support that the current Model Training definition is left unchanged, i.e. no differentiation between offline and online training is applied

5 companies support that the differentiation between online and offline training should be made

2 companies suggest that clarifications are made to highlight that online training is also supported as part of the Training function and that the RAN can continue updating the model after receiving it from the OAM

The moderator proposes to add the following clarification in the use case description:

The Model Training function may consist of both online and offline training
Companies are invited to provide their view on whether the Model Training function shall be only located at the OAM or whether it can also be located at the RAN.

	Company
	Comment

	Ericsson
	We support the current scenarios where the Model Training function can be either placed at the RAN or at the OAM. We would like to point out that it is not necessarily true that training data at the RAN may be insufficient to run Model Training. Typically, training data consist of historical data available in bulk and not necessarily collected by the RAN where training needs to be run. Such data can be imported in the Model Training function and provide enough data to run training. At the same time the RAN can receive training data from Data Collection functions.

	Huawei
	As commented above, we think offline should be located at OAM while online training could be performed at RAN; as to whether it is possible that offline training could be performed at RAN, it is up to implementation. The main point here, data storage function is not part of RAN scope, which is not like temporary data storing which was already done today.

	Lenovo and Motorola Mobility
	The Model Training function can be located at the OAM or the RAN, we can stick the agreements achieved in last RAN3 meeting.

	Deutsche Telekom
	To provide an answer to that question there is the need to differentiate between offline and online training (see our answer to the last question). From our perspective offline training should be located in OAM due to data volumes and processing power required; online training can be performed in the RAN. 

	Futurewei
	We agree with Ericsson that the 2 scenarios specified in TR37.817 from last RAN3 meeting should be supported, i.e., Model Training can be on OAM or RAN. It is not necessarily true that offline training always requires large amount of data for all AI/ML algorithms.

	Nokia
	We have currently agreed in the TR both solutions, namely that Model Training can be in OAM or in the gNB and we agree to those.

	Verizon
	Model training can be both in OAM or NG-RAN. However it is more sensible to do offline training in OAM due to large amounts of data involved. Online (real-time) training is more sensible to do in NG-RAN to respect latency issues. 

	NEC
	Both options should be possible.

	Intel
	Model training can be both in OAM and NG-RAN. Furthermore, NG-RAN can further re-train model received from OAM.

	Samsung
	Prefer that model training can locate in OAM or RAN. The selection of OAM or RAN need to consider the data availability and computation resource. If the required input is available at RAN and requisite computation resource is not high, RAN can do the training. 

	CATT
	Model training could be located in both OAM and RAN. Normally, the offline training could be located in OAM while the online training could be in the NG-RAN node itself.

	CMCC
	Both are feasible as we already agreed. 

	ZTE
	The agreement on deployment scenarios are listed below:

The following solutions can be considered for supporting AI/ML-based load balancing:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

We can not revert the agreement in the last meeting. The Model Training function can be located at either the OAM or the RAN.

	Qualcomm
	Offline training in OAM and online training in RAN are two typical deployment scenarios. 

Theoretically, OAM can support online training based on collected real time data and RAN can support offline training based on stored previous data. 


Conclusions:
11 companies support the current use case text stating that Model Training can be hosted in both the RAN and the OAM. 

3 companies support that Offline Training can be supported only at the RAN

The following is proposed:

Agree that Model Training is supported in both the RAN and the OAM. Remove the note stating that 

“Other possible locations of the AI/ML Model Training are FFS.  ”

3.2 Discussion on Inference Inputs
The following list of Model Inference inputs summarizes all the proposals received for Load Balancing:
From the local node:

1. Own load information (e.g. per cell, per SSB Area): these can be assumed to be some or all of the resource information in current Xn: Resource Status Update procedure
2. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure
3. Load growth trend

4. UE trajectory prediction 
From the UE:
5. UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)

6. UE average speed per cell

7. UE traffic information (e.g. packet size, packet delay, next packet arrival time)
8. UE Radio Measurements, e.g., RSRP, RSRQ, SINR
9. UE Mobility History Information

10. UE performance measurement at the target cell, e.g. E2E delay
From neighbour NG-RAN Nodes:

11. Own load information (e.g. per cell, per SSB Area): these can be assumed to be some or all of the resource information in current Xn: Resource Status Update procedure
12. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure
13. Past handover performance information 

14. Load growth trend

Feedback Information
15. UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)
16. Load information updates from target NG-RAN
17. Cell level performance after Mobility Load Balancing from target NG-RAN
Companies are invited to provide their views on the input list above. The intention is to capture a list of inputs on which there is consensus. 
	Company
	Comment

	Ericsson
	1. OK

2. OK

3. NOT OK: if a load prediction is derived from periodic reporting of 2), this should also provide the load growth trend

4. NOT OK. If the UE speed is provided by the UE, the possible calculation of a UE trajectory is a RAN internal process, there is no need to include it as it will not be signaled on any interface 

Information from UE: Yes to all.

Note that UE Traffic information may for example indicate periodic traffic demand from an application, e.g. X Kbytes every Y ms
11. OK

12. OK

13. NOT OK. It is unclear how past HO performance plays a role in load predictions

14. NOT OK. Same as before, receiving consecutive load predictions leads to understanding a load growth trend.

Feedback Information: yes to all

	Huawei
	From the local node:

½/4: OK.

3. No. This is could be derived from the predicted load information.

From the UE:

5/7/8/9/10: OK.

6: No. How to measure the average speed per cell?

From the neighbor node:

11/12: OK.

13: No. It is unclear what the benefit of introducing the past HO performance information.
14: No. This is could be derived from the predicted load information.

Feedback information:

15/17: OK.

16: No. It is not clear what the difference is between 16 and 17. In our understanding, it should be the cell load information after MLB from the target node.

	Lenovo and Motorola Mobility
	Yes for 1, 5, 6, 7, 8, 9, 11, 15, 16;

For 2, does it mean serving node would predict its load and then makes ML generated Load Balancing strategy?

For 3 and 14, it can be derived by the load information, it seems own load information is sufficient. 

For 4, not sure whether UE supports ML inference in R17.

For 10, is it used by the serving node to make ML generated Load Balancing strategy?

For 12, does it mean neighbor node would predict its load and provide it to serving node, then the serving node makes ML generated Load Balancing strategy based on neighbor node’s prediction?

For 13, not sure how it is used as inference input.

For 17, is it covered by 16? What is the difference?

	Futurewei
	We suggest adding text to clarify whether it is assumed the input attributes specified in this section only include those that will be sent to neighbors or other nodes (i.e., have interface impact), or in a more general way, i.e., including those used internally by the RAN node and those to be sent to other nodes.

We are ok with all the input attributes/features except 3, 4, 13 and 14. Clarification is needed for 3, 4, 13 and 14, i.e., what HO performance represents, e.g., HO success rate, average UE performance after being handed over, or others, and what growth trend means as it is not necessarily true that the growth trend can always be represented using some numbers.  

	Nokia
	1) OK

2) OK

3) Not OK. We don’t see the benefit of introducing this new measurement as compared to existing load information.  

4) OK

5) OK. Network can use information in SON Reports (including UE location information when available). It is unclear though whether this location information will be sufficient for the network to predict “UE location” just by resorting on those reports.  

6) Not OK. UE location information from the network can be more reliable. It is unclear also how UE average speed per cell can be calculated or be useful to network. 

7) Not OK. How can UE know next packet arrival time? Does this assume some ML Algorithm available at the UE?  
8) OK 

9) OK

10) OK  
11) OK

12) OK

13) Not OK. How can we connect past handover performance to load?

14) Not OK. For same reason as above.

15), 16), 17), 18) OK

	Verizon
	Yes to all except 3,4,13,14. These can be derived by inference node based on periodic reporting of related info. 

	Intel
	Yes to 1, 2, 8, 11, 12, 13, 15, 16, 17.
For UE location related information, we think it would be good to reuse what need to be collected for AI/ML based mobility. 

For 10), shouldn’t it be generated by neighbour NG-RAN node?

	Samsung
	Not OK for 6,7,10,17; OK for others.

For 6, it is a little bit confused that how to calculate the average speed for a UE. And UE can report its velocity and position to RAN, which can be used for the LB decision.

For 7, it is a little bit confused how UE traffic information can contribute to the LB decision. 

For 10, it is not clear how it can benefit for LB decision. It is also a little bit confused that how a UE can know its performance at the target cell.

For 17, it is not clear what the cell level performance is. Maybe need more description.

	CATT
	1,2,3,4,5 OK
Not OK for 6 We could not understand how to get the average speed per cell and also we don’t know how to use it in the network

Not OK for 7.We don’t know how to get the information on next packet arrival time.If it means the prediction in UE side,we prefer to consider it in next release.

OK for 8,9

Not OK for 10,similar reason as for 10

OK for 11,12

Not ok for 13

OK for 14 It is more specific load prediction which includes: load increase or decrease indicator, load variation per unit time, validity time.

	CMCC
	Yes to all except 3,6,14. 3 and14 could be derived from the predicted load information. 6 needs clarification. 

	ZTE
	OK for 1,2,4. 

And if we agreed that UE mobility trajectory prediction is needed for load balancing, we are fine with 6, 8, 9.

For 10), we don’t get the point of the benefit of this input information. It seems like the feedback information rather than the input information.

From neighbour NG-RAN Nodes: OK for 11,12

Feedback Information: OK for 16.

For 17), cell level performance needs more clarification.

	Qualcomm
	Local node info: OK for 1, 2, 4. 3 can be derived from 1 or 2.

Input from UE:

· OK for 5,7,8,9, 10
· 6 can measured by the network e.g. based on doppler and handover.

· Can also consider mobility prediction and traffic prediction info from UE

Info from neighbor nodes: 
· OK for 11, 12, 13. 

· 14 can be from 11, 12

Feedback: agree with all.


Conclusions:
It should be clarified that the input under discussions here are those needed by the Model Inference function. Whether they need to be received over common interfaces is left as FFS. 

The following inputs have highest support and are proposed to be added in the use case description:

1. Own load information (e.g. per cell, per SSB Area): these can be assumed to be some or all of the resource information in current Xn: Resource Status Update procedure

2. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

5. UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)

8. UE Radio Measurements, e.g., RSRP, RSRQ, SINR

9. UE Mobility History Information
11. Own load information (e.g. per cell, per SSB Area): these can be assumed to be some or all of the resource information in current Xn: Resource Status Update procedure

12. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

15. UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)

16. Load information updates from target NG-RAN
17. Cell level performance after Mobility Load Balancing from target NG-RAN
For the following inputs it is proposed to leave them as FFS:
4. UE trajectory prediction 

6. UE average speed per cell

7. UE traffic information (e.g. packet size, packet delay, next packet arrival time)

10. UE performance measurement at the target cell, e.g. E2E delay
3.3 Discussion on Inference Output

The following list of Model Inference outputs summarizes all the proposals received for Load Balancing:

1. Selection of target cell for mobility load balancing 

2. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

3. Predicted 
ignaled cell load information
: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

4. Load growth trend
5. UE Trajectory prediction
6. the UE(s) selected to be handed-over to target NG-RAN node

7. predicted time stamp of handover
Companies are invited to provide their views on the output list above. The intention is to capture a list of inputs on which there is consensus. 

	Company
	Comment

	Ericsson
	We are ok with all the outputs above except for:

4: We do not see why a load growth trend should be derived given that this is deducible from the sequence of load predictions generated.

5: We are ok with this output with the understanding that this is a node internal information that does not need to be signaled outside the node hosting model inference.

	Huawei
	Ok with 1, 2&3; for 4, what is the difference from the load prediction info? Basically Ok with 5, this could be used as input for other use cases, but it should be a node internal info and it seems that further discussion are needed if such prediction info could be exchanged between neighbor nodes.

	Lenovo and Motorola Mobility
	Yes for 2 and 3.

For 1, it can be considered later. We prefer ML-assisted Load Balancing as a starting point, i.e. Load Balancing strategy is made by applying the conventional Load Balancing method which uses the load predictions as inputs. ML generated Load Balancing where the Load Balancing strategy is generated by using the current/historical resource status can be considered in R17 if time allows or in R18.

For 4 and 5, not clear how they can be generated after ML Inference.

	Futurewei
	We have the same suggestion provided in our feedback for the previous question by adding clarification text whether it is assumed the output attributes specified in this section only include those that will be sent to neighbors or other nodes, or more in a general way. 

We are ok with all the inference outputs specified above except 4. Regarding “growth trend “, clarification is needed (please see our feedback for the previous question).

	Nokia
	1),2),3), 5): OK

4) Not OK, why do we need to calculate this new measurement?

	Verizon
	Ok to all except 4. 

	Intel
	Yes for 1, 2, 3.

We don’t think load balancing use case can be used to predict UE trajectory.

It is not clear to us what is load growth trend and how it can be evaluated.

Additionally, as the output for load balancing based mobility, following information should also be considered as output:

1) the UE(s) selected to be handed-over to target NG-RAN node
2) when handover should be performed, e.g. predicted time stamp of handover

	Samsung
	Yes for all. 

	CATT
	Ok to all except 5.

 For 5, Mobility Optimization also needs UE Trajectory prediction. It may be defined as a tool-box and used as input for every use cases. 

	CMCC
	Ok to all except 4.

	ZTE
	OK for 1),2),3),4),5). From our perspective, 4) can be calculated by predicted load information.

For 7), it is not clear for us how to generate the predicted time stamp of handover.

	Qualcomm
	Agree with all except 4


Conclusion:

It should be clarified that the output under discussions here are those provided by the Model Inference function. Whether they need to be signalled over common interfaces is left as FFS. 

The following Model Inference outputs are supported by a large majority and are proposed to be added to the use case description:

1. Selection of target cell for mobility load balancing 

2. Predicted own load information: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

3. Predicted signalled cell load information
: these can be assumed to be predictions of some or all of the resource information in current Xn: Resource Status Update procedure

Due to late addition, it is proposed to have the following outputs as FFS:

6. the UE(s) selected to be handed-over to target NG-RAN node

7. predicted time stamp of handover

It is proposed to mark the need for the “UE Trajectory prediction” output as FFS and to continue discussions on whether the UE Trajectory prediction is a node internal output or whether it should be signalled to the Actor

3.4 Discussion on Assistance Information

In a number of papers it has been proposed that the two pieces of information is provided together with the output:
· Output validity time

· Output Accuracy

As an alternative to the Output Accuracy assistance information provided with the Model Inference output, R3-215478 proposes that the node subscribing to the Model Inference outputs may also indicate a wanted accuracy. If the node hosting the Model Inference cannot meet the requested accuracy then the node will not provide the output.

Companies are invited to provide their view on the need of a validity time, together with the output of a Model Inference function for Load Balancing.

	Company
	Comment

	Ericsson
	We believe that a validity time may be of help. Especially, without the validity time there would be ambiguity of whether the prediction is valid until the expiration of the measurement period. The latter condition may not be necessarily true, hence a validity time would spell out for how long the prediction is valid.

	Huawei
	As commented in last meeting, we are not sure about the benefits, what happened if the timer expires, fall back to legacy mechanism, if we think that there is a validity time, then why we just perform model inference function to refresh the output?

	Lenovo and Motorola Mobility
	Yes.

	Deutsche Telekom
	We would support to have this information as the actor has to know how long that output can be used. This is certainly related how often an output from inference is created (continuous, periodic, aperiodic).

	Futurewei
	We think the need for validity time depends on use case and the nature of the inference output. For traffic load prediction and trajectory prediction, the inference outputs typically include the predicted load/trajectory for the next K time steps (could be one result per each time step, with agreed-upon time step definition), and these “time steps” together with the associated time granularity can be considered as validity time. For some other inference outputs, validity time may not be necessary. Thus, we suggest adding validity time only to those outputs that require such indication, e.g., inference result for load prediction and trajectory prediction. 

	Nokia
	We don’t think that validity time is needed. Network could implement validity time implicitly by sending a new prediction, when it determines that the old one is invalid. Knowing in advance with certainty how long a prediction is valid is very hard or even impossible in practice.

	Verizon
	Validity time is useful to provide clarity on how long the prediction is valid.

	NEC
	Some kind of indication of validity time is needed.

	Intel
	Agree. 

Before we discuss validity time, the predicted time stamp to handover should also be considered as output, which can help to reduce service interruption during handover.

Then, validity time for load balancing refers to a validity time window representing the source NG-RAN node can decide whether to handover the selected UE to the predicted target NG-RAN node or not during this period. Meanwhile, after admission control, the target NG-RAN node may also temporarily hold resource pre-allocated for the selected UE(s) during this validity time window. If validity time window expires, the target NG-RAN node can release pre-allocated resource for the predicted handed-over UE(s). From the source NG-RAN node point of view, the corresponding target NG-RAN node and handover decision is not valid after validity time window expires.

	Samsung
	Yes. The validity time is to indicate the applicative time for the outputs obtained from AI/ML model. Without such information, the outputs may not benefit to the RAN if applying it to a misplaced time. So it is better to set the validity time as additional information along with the inference results.

	CATT
	At least validity time is needed.

	CMCC
	Validity time is needed, accuracy needs clarification. 

	Qualcomm
	Agree as optional IE.


Conclusions:

A large majority of companies support the introduction of a validity time. 

It is proposed to include the signalling of the Validity Time for Model Inference outputs consisting of predictions
. It is FFS whether the validity time is applied to all outputs produced by the Model Inference function

Companies are invited to provide their view on the need of an output accuracy, together with the output of a Model Inference function for Load Balancing.

	Company
	Comment

	Ericsson
	As discussed during RAN3-113e, “accuracy” can be represented in many ways, depending on the model implementation. We therefore believe that standardization of an accuracy value may not be feasible as it will always run short of all possible model implementations. The accuracy of the output from a given Model Inference function can anyhow be derived by comparing the output with the measured values. Hence with time the Actor may learn about the accuracy the Model Inference function can deliver.

	Huawei
	We understand and acknowledge the technical intention, but we are not sure if it needs to be standardized or not, since they are used for model self-evaluation. Technically, how Gnb could require an accuracy of requested prediction, how the entity knows that the prediction result is accurate enough or not, if we go step further, what the entity would do if it thinks the accuracy might not be satisfied, keep working or reject, etc., then we see we make things complicated but not sure such mechanism would help or not…

	Lenovo and Motorola Mobility
	The output accuracy is needed, which can be derived based on the inference output and the corresponding actual value. To enable serving node make proper load balancing strategy, the neighbor node can provide the load prediction that meets the required accuracy condition together with the accuracy to the serving node.

	Deutsche Telekom
	We think it would be useful to provide such accuracy information from inference function as there is always the risk that dependent on input data the model output may drift away from correct values. Such mismatch can be assessed via accuracy values which are important for the actor to know if the AI algorithm is in proper operation.

	Futurewei
	We think the (average) accuracy measurement (calculated based on feedbacks/ground truths collected for recent predictions) will provide useful information to allow the Actor to make more informed decision when using the inference results. Even though “accuracy” may have different forms depending on the AI/ML inference results, their data types are limited, thus, an indicator field can be used to indicate the data type followed by the corresponding value(s). This will still give flexibility to different AI/ML solution implementations/algorithms.

	Nokia
	In our view, accuracy means the accuracy with which an ML Model is trained. Accuracy should not be sent per prediction in the Output, it should characterize a Trained ML Model. So, we don’t support sending it in the output.

	Verizon
	Accuracy metrics are closely related to specific AI/ML output and can be quite varied. So it is not useful/practicable to standardize. 

	Intel
	Agree. Either accuracy/confidence level can provide a reference to Actor whether such predicted action can be trusted or not. If the accuracy/confidence level is low, the Actor should not take predicted results into account and legacy behavior is performed.

	Samsung
	Since the model cannot achieve 100% accuracy, whether the inference result is credible or not should be considered. The accuracy can be measured for the historical inference data to reflect the actual accuracy of the corresponding inference results. 

	CATT
	Agree with Huawei, accuracy may be based on model self-evaluation, it is hard for neighbor RAN to use.

	CMCC
	The definition of accuracy value may not be feasible, and cannot understand by neighboring node.

	ZTE
	Actually, we don’t see the benefit of the validity time and accuracy. If validity time of the prediction is exceeded, the inference function will send the new prediction automatically. And in the other word, for the predicted information, we think, it implicitly contains the validity time.

	Qualcomm
	Agree as optional IE. If we standardize the accuracy, clearly definition is needed for interworking.


Conclusion:

7 companies believe that the accuracy is not needed
6 Companies find benefits in signalling the accuracy with the Model Inference Output

Concern from some companies is whether the Accuracy can be derived in a consistent way, independent of the type of implementation.

It is proposed that signalling of the Accuracy per Model Inference output is FFS.
Companies are invited to provide their view on the need for the Actor to indicate a wanted accuracy for the subscribed output of a Model Inference function for Load Balancing.

	Company
	Comment

	Ericsson
	This solution is affected by the same problem as the Output accuracy. Namely, there are (too) many ways of expressing accuracy, which are related with the model implementation. We therefore believe this is not feasible for standardization and not essential as model inference accuracy can be learned with time.

	Huawei
	We also think it is not feasible.

	Lenovo and Motorola Mobility
	The wanted output accuracy can be requested by an actor, in this way, only the required load prediction can be provided to the serving node by the neighbor node(s), thus the serving node can make proper load balancing strategy based on its own and the neighbor(s)’s load information.

	Deutsche Telekom
	If the accuracy level is provided, the actor can already decide by its own if it is using the inference output or not. An indication from actor to inference may save data transfer if the targeted accuracy threshold is not kept. We would expect that low accuracy levels occur only in rare cases, therefore an explicit accuracy indication during subscription is probably not needed.

	Futurewei
	We believe such indication is not necessary and may cause issues:

· First, it has to be clarified what accuracy this request is for, e.g., what (period of) data that the accuracy is measured/calculated against, or others.

· The Actor may have different accuracy requirements depending on the scenario it is in, not necessary one fixed accuracy requirement.
· The Actor may or may not know what accuracy range is achievable for the trained model and this may cause no inference output being received whatsoever if it requests a high accuracy to the inference function. 

· Is there any implication or consequence of this indicator at the inference function side? Does it mean the inference function needs to request the model training function to improve or retrain the model or not if the achievable accuracy is significantly lower than the requested one? Note that improving model accuracy is not always possible as it’s data dependent.  

For the above reasons, we suggest letting the Actor decide whether to trust and use the inference result depending on the accuracy-related information which can be received together with the inference results.

	Nokia
	In our view, Actor could request a measurement/prediction with a certain accuracy from Inference. It would then be up to the Model Inference function to determine how to produce this measurement/Inference output to meet the requirement. If the accuracy requirement cannot be met, then Model Inference should not be sending Output unnecessarily to the Actor. Otherwise, Model Inference may send to Actor measurements that are not “accurate” enough to be used. It is a good question how to define accuracy in a model/algorithm independent way. One possible way could be for example if we consider the confidence level or confidence interval of a prediction.

	Verizon
	This has the same issue as accuracy metric in that it is closely dependent on the AI/ML model. It may not be useful/practical to support it. 

	NEC
	Not sure this is needed. 

	Intel
	We agree with DT that if the accuracy/confidence level is provided to Actor, it can decide on its own.

	Samsung
	The accuracy is a varying value and cannot be controlled manually. Prefer to provide accuracy to actor and let actor to decide whether and how to use the inference results, instead of actor to indicate wanted accuracy.

	CATT
	As commented above, it may be hard for neighbor RAN to use.

	CMCC
	The definition of accuracy value may not be feasible, and cannot understand by neighboring node.

	ZTE
	Not needed. We are not sure how to define the accuracy for different AI/ML inference output, how to calculate the accuracy of output without the real measured information. 

	Qualcomm
	No needed. When accuracy is received by actor together with inference result, the actor can decide whether to use the inference result.


Conclusion:

There is a large majority that does not believe a target accuracy request from Actor to Model Inference function is need. 

It is proposed not to continue discussions on wanted accuracy for the subscribed output of a Model Inference function for Load Balancing
3.5 Discussion on Procedures

In R3-215525, it is proposed to have a procedure to “Initiate the AI Function Management”. The procedure consists of an “AI Start”, “AI ACK” and “AI Failure” messages. 
The motivation is that this would be useful to align the corresponding AI functions with each other.
Companies are invited to provide their view on the need of an AI Function Management procedure 
	Company
	Comment

	Ericsson
	We do not think this procedure is needed. We do not have such procedures for e.g. MLB or MRO. For example, we simply let a RAN node trigger a Resource Status Request. Activation of a feature is something that is done at management and orchestration level and not over RAN interfaces.

	Huawei
	We don’t think such procedures are needed, this should be part of management level scope which is out of RAN scope.

	Lenovo and Motorola Mobility
	The details need further study, we can postpone considering AI Function Management and AI Measurement Management until next release.

	Deutsche Telekom
	This is a more general principle that is not use case specific, i.e., it should not be discussed here in this CB, but rather in the one related to functional framework.

As these issues are more related to model LCM, they are out of scope of RAN3.

	Futurewei
	At this time, our view is that AI/ML-enabled solution should be treated like other non-AI/ML-based solutions, i.e., using the same mechanism to start a feature/functionality, and to handle error situations as other non-AI/ML based features/functions. Thus, we don’t see such need currently. However, if such need is raised during Rel-18 WI phase, it can be re-evaluated at that time. 

	Nokia
	We do not see the need for an AI Function, Measurement and Model Management procedure. It should be up to the RAN node to request measurements from a 
eighbor. In some cases, the 
eighbor doesn’t even need to know if the requested measurements will be used for AI/ML or for other Algorithms. Also, a node should be able to determine on its own whether to use an ML algorithm or a normal legacy one.

	Verizon
	These are within the scope of LCM and out of scope of RAN3. 

	NEC
	This can be discussed at later stage during normative work.

	Intel
	Agree with DT and Vz, it’s the scope of LCM and we can leave it for SA5, as they will study those aspects based on our LS sent in last meeting.

	Samsung
	Same view with DT, VZ and Intel, it seems there is no need to define the AI function management procedure in this SI, which is out of scope.

	CATT
	We do not think it is needed

	CMCC
	Currently there is no need to define the procedure. 

	ZTE
	Not necessary. 

	Qualcomm
	If model is managed by OAM, it is outside of RAN3 scope. If the model is managed by CU, the AI start/ACK/failure are necessary.


Conclusion:

There is a large majority supporting that there is no need for an AI Function Management procedure, e.g. consisting of “AI Start”, “AI ACK” and “AI Failure” messages. 

It is proposed to stop discussions on the introduction of an AI Function Management procedure to e.g. activate deactivate AI/ML based functions
In R3-215478, it is proposed to add a new Xn procedure named “Prediction Status Reporting” to take care of the full process of subscription to Model Inference outputs, for all the use cases so far defined. 

The motivation is that there will be many different types of model inference outputs and that it would be good to have a dedicated way to subscribe to some/all of them and receive the information required.

Companies are invited to provide their view on whether there is a need for a dedicated Xn procedure to enable Model Inference output reporting.

	Company
	Comment

	Ericsson
	At this point in time we do not see the need for such dedicated procedure and we would rather assume that the Resource Status Reporting/Update procedure can be re-used. 

The fact that there will be many difference types of outputs to support different AI/ML use cases may be a reason not to crop all such outputs in the same procedure and rather leave them separate as they are logically part of different functions.

	Huawei
	We think the current procedure can be re-used, e.g. Resource Status related procedure.

	Lenovo and Motorola Mobility
	No, the need for a dedicated Xn procedure to enable Model Inference output reporting is unclear.  

For less spec impacts, the simple way is to reuse the RESOURCE STATUS REQUEST /RESOURCE STATUS REQUEST procedure for exchanging the predicted load information.

	Deutsche Telekom
	We share the same view as companies before, i.e., resource status procedures can be reused. There is generally more discussion needed which output information should be transferred, those created by inference function or the decisions from actor.

	Futurewei
	We agree with the view from other companies on reusing the Resource Status Reporting/Update procedure to send inference outputs to neighboring cells when requested.

During Rel-18 WI phase, if it is deemed beneficial to group some of the prediction outputs together and introduce a dedicated procedure for such information exchange, then this can be re-evaluated.

	Nokia
	We think that having a dedicated procedure allowing NG-RAN nodes to send predictions to each other would be a neater way to send prediction information between neighbours. Predictions may not be limited to load but may also comprise mobility predictions, performance predictions, or other predicted actions.

	Verizon
	Both new and re-use of resource status procedures are feasible. More discussion needed on pros and cons is needed to finalize. This can be done in WI phase. 

	NEC
	This can be discussed at later stage during normative work.

	Intel
	We prefer use framework of existing resource status reporting procedure as baseline. Either add new element to existing signaling or introduce new one for predicted resource status can be left to normative work.

	Samsung
	For predicted resource status reporting, both the new one and the one embedded into the existing resource status reporting are fine for us.

	CATT
	It seems the signaling design details. Maybe it could be discussed during normative phase.

	CMCC
	Can be discussed at later stage during normative work.

	ZTE
	As the proponent, we think the unified procedure (e.g., AI function Management) is useful when the solutions for each use cases is stable. We are fine to bring it back at later stage.

	Qualcomm
	Can be discussed late. We should first consider reusing existing procedure like Resource Status.


Conclusion:

There is a substantial majority of companies that believe a dedicated procedure for Model Inference output reporting is not needed and that existing procedures can be reused. Other companies believe that the discussion on the exact procedure to use should be taken during normative phase. 
It is proposed to stop discussions on a unified procedure for Model Inference output reporting. Such solution may be considered during normative work
4 Second Round of Discussions

Companies are invited to provide their views on the following Model Inference inputs and whether they could be useful 

4. UE trajectory prediction 

6. UE average speed [note, this definition was generalized into UE speed, to avoid extra complications due to speed calculation per cell]
7. UE traffic information (e.g. packet size, packet delay, next packet arrival time)

10. UE performance measurement at the target cell, e.g. E2E delay

	Company
	Comment

	Ericsson
	On 4: Not needed if 5 is provided

On 6: Ok. A UE providing its average speed allows the NG RAN to calculate a UE trajectory too, hence 4 is not needed 

On 7: we see benefits of such predictions fo rhte UE. However, we believe that this form of prediction at the UE may be considered at later stages of the work

On 10: Ok. We believe that this input is similar to the feedback “UE performance information from target NG-RAN” and it just complements the statistics target RAN may collect to measure performance of an handed over UE

	Futurewei
	4: Ok, we think UE trajectory prediction is useful input for AI/ML based LB decision to determine whether/where to handover the UE. Some clarification:

· UE trajectory prediction contains a set of waypoints which indicate the route that the UE is estimated/likely to traverse in the immediate future (granularity and number of timestamps can be discussed during WI phase).

· Evan though UE location information is also received from the UE, it only represents historical location information. The predicted trajectory may be more beneficial for LB. NG-RAN node will use the UE location information received from the UE to predict its trajectory then use the predicted information together with other inputs to make AI/ML-based LB decision.

6: ok

7: ok

10: ok

	Intel
	4: we are ok to include 4, but not 5. There’s no need to perform UE trajectory prediction in every use case. We also doubt the UE location information reported from RLF reports, SCG failure information, successful handover report is not sufficient for UE trajectory prediction. UE trajectory prediction received from local gNB, CN or even UE is sufficient to help decide the handover target gNB.

6. No, same reason as above
7. No, it’s not clear to us how UE can get such information at UE side. If needed, we prefer such information can be considered to get from local node in UE level, rather than reported from UE.

10. same reason as above, we think it’s not an information reported from UE, it should be generated by target gNB.

	Samsung
	4: OK

6: not OK. It is a little bit confused that how to calculate the average speed for a UE. And UE can report its velocity and position to RAN, which are sufficient for the LB decision. 

7: not OK. Same view as Intel. In addition, also confused about how it can contribute to the LB decision.

10: not OK. It is not clear how it can benefit for LB decision. It is also confused that how a UE can know its performance at the target cell. Is that UE predict its performance with an AI/ML model? 

	Nokia
	4: OK

6: Not OK. We prefer to use 4 since we can reuse existing network-based information to deduce UE Trajectory.   

7: Not OK. How can UE know this information? It hints to AI/ML availability of predictions at the UE.

10: OK to have E2E delay but calculated at the network side, not at the UE.


Companies are invited to provide their inputs on whether the UE Trajectory prediction is a node internal output or whether it should be signalled to the Actor

	Company
	Comment

	Ericsson
	UE Trajectory Prediction is a NG RAN node internal output, which the NG RAN node hosting the Model Inference function will use to determine load migration trends. It does not need to be signalled

	Futurewei
	We agree with Ericsson that most likely UE trajectory prediction can be considered as internal use to make proper LB decision (i.e., which node to offload the UE to). However, we suggest not to specify internal or not at SI phase. This can be clarified during WI stage.

	Intel
	No. We don’t think load balancing should perform UE trajectory prediction, as it complicated the use case so much. Considering UE trajectory prediction is proposed in every use cases, we think it may be good to consider UE trajectory as a separate use case (other than load balancing, energy saving and mobility optimization), hence duplicated discussions can be avoided.

	Samsung
	Depend on scenario. If the model residing in RAN can only predict trajectory but cannot generate LB decision, the predicted trajectory information needs be transferred to actor to let actor generate the proper LB decision by conventional way. 

	Nokia
	We believe that UE Trajectory prediction should be signalled to the Actor. For example, if a source node can calculate a predicted trajectory of a UE it can better prepare a Target gNB (internal action) to achieve load balancing, but it can also inform the target (signal the actor) about this predicted UE Trajectory so that the target can better configure its resources (do load balancing actions) to better accommodate the incoming UE.


Companies are invited to provide their inputs on the following Model Inference outputs:

6. the UE(s) selected to be handed-over to target NG-RAN node

7. predicted time stamp of handover

	Company
	Comment

	Ericsson
	On 6: This parameter might be beneficial. However, we consider this to be a node internal parameter and not in need to be signalled to the Actor
On 7: We think it will be complex to provide such output. Additionally, we do not think that such high level of granularity in predicting the mobility of a UE would benefit the mobility load balancing use case, which is anyhow now a real time use case (based on averaging processes of different load metrics)

	Futurewei
	6: ok. 

7: not needed. AI/ML-based load balancing decision is made on real-time basis, just like traditional non-AI/ML-based LB; thus, we don’t think “predicted time stamp” is necessary.
Note that we noticed the item 3 in the “3.3 Discussion on Inference Output” section has changed from the “Predicted neighbour cell load information” in the original SoD to “Predicted signaled cell load information”, we believe the original text is better and suggest changing it back.

	Intel
	Agree.

	Samsung
	OK for both.

	Nokia
	6: Not OK. This is naturally a selection that a gNB will need to make (select the UEs to be handed over) but this is not to be signaled to another node in our view.

7: Not OK. Predicted time stamp of a handover seems a too detailed output. How can network know the exact time when a handover will be executed in the future?


Companies are invited to provide their inputs to the following :

Can a measure of accuracy associated to the Model Inference output can be derived in a consistent way, namely independently of the type of implementation, so that the Actor can deduce the same meaning of the Accuracy parameter as the Model Inference function?

	Company
	Comment

	Ericsson
	We believe that it is not possible for the Actor to interpret a possible Accuracy metric in the same way as a Model Inference function does. 

As an example, a model for which training did not include sufficient training data in a certain input value range, will “guess” the accuracy of its outputs for inputs of such range. The Model Inference function knows that the accuracy calculation in this case is not reliable, but the Actor would not know about it and it might interpret the Accuracy measure as a reliable one.

	Futurewei
	When the AI/ML task is determined, e.g., what to predict/output, classification, or regression. We believe it is possible to measure accuracy-related information regardless of AI/ML models or algorithms.

It should be clarified, however, at inference time, the accuracy-related information should be generated against field/real-world data (which can be agreed during WI phase), not the data used in the training phase (i.e., testing dataset). The purpose of providing the accuracy-related information during the inference stage is to allow the receiving node or function to understand how well the AI/ML model generalizes to “field” or “real-world” data (vs. the accuracy-related information produced during model training stage is to understand how well the model generalizes to unseen data that is typically drawn from the same distribution as the training and validation datasets).

	Intel
	The Actor is not needed to understand/know what exact accuracy metric Model Inference is using (e.g. MMSE, etc), with a configured threshold to Actor and current inference output accuracy value, and Actor can compare whether the real-time accuracy can meet the threshold or not.

Hence, it is useful information for an Actor to decide whether to take prediction action into account or not.

	Samsung
	The accuracy can come from the data of previous inference instead of training stage. It is to show whether the result is reliable or not. When actor receives such information, it can decide whether and how to utilize the inference result.

	Nokia
	We agree with Intel that the two parties don’t really need to know the exact metric used for the accuracy, there just has to be a common understanding if a prediction is good enough (e.g., using a threshold or other means). But in general, we think that it should be the Actor that asks for a certain accuracy and Model Inference tries to match this accuracy and send the information to the Actor to avoid sending of unnecessary Inference outputs. 


5 Conclusion, Recommendations [if needed]
If needed
6 References

�Cell level performance is a little bit general. We may further define details.


�We believe “Predicted signalled cell load information” may cause confusion; thus, we suggest changing the wording either back to the text in the original SoD “Predicted neighboring cell load information” or to “Predicted load signalled by neighboring cell(s)”.


�Please add “where applicable” at the end of this sentence to avoid confusion.


�Please modify the wording to either “Predicted neighboring cell load information” or to “Predicted load signalled by neighboring cell(s)”.


�Same comment as indicated in the “input” section.


�Suggest adding “where applicable” at the end of the sentence.





