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1 Introduction

CB: # AIRAN2_ES

- Discuss the solution, input/output, standard impacts

- Merging any agreement parts; provide TP if agreeable 

- Capture agreements and open issues

(ZTE - moderator)

Summary of offline disc R3-215909
Two phases of this email discussion:
· Phase 1 Deadline: 12:00AM UTC, 5th Nov.

· Phase 2 Deadline : 6:00AM UTC, 9th Nov, we will try to come up with agreeable TP in the 2nd phase discussion before online session, if needed.

2 For the Chairman’s Notes

Propose the following:

Propose to capture the following:

Agreement text…

Agreement text…

WA: carefully crafted text…

Issue 1: no consensus

Issue 2: issue is acknowledged; need to further check the impact on xxx. May be possible to address with a pure st2 change. To be continued…

3 Discussion

3.1 Overall structure for AI/ML-based energy saving

[4] put forward the overall structure for AI/ML-based energy saving, which describes that AI-based energy saving follows a unified process regardless of which solutions to make the solution much clear and comprehensible as shown below.
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Figure 1. Overall structure of AI-based energy saving

· Data collection is mainly responsible for the data collection, and required data is used to energy saving including current energy information, resource status of ES-cell and neighboring cells, even weather or other required information as input.

· AI-generated information includes load prediction, energy prediction, trajectory prediction, scenario classification or other required information generated by AI/ML model.

· Energy saving decision generation is to generate the energy saving decision based on the input from data collection, and refined input data. AI/ML model can also be used to make energy saving decision.

· Energy saving decision execution is to update the configuration based on the energy saving decisions and execute the decision. 

Question 1-1: Companies are invited to provide their views on whether to capture the figure above into the TR, any refinement if yes. 

	Company
	Yes/No
	Comments

	Huawei
	No
	It seems that this is trying to refine each function block, but we are talking about solutions, so anyway we will have texts about e.g. what the collected data include, what the output of inference could be, etc. And, with this picture, seems we also need to give mapping between this figure and the framework figure? We are making things complicated.

	Lenovo, Motorola Mobility
	Yes
	It looks good in general, we can further check when finalizing the TP.

	Deutsche Telekom
	Yes, but …
	We are in principle ok to add such figure, but we share a similar view as Huawei. What is missing, is a mapping/explanation how the functional blocks in the figure correspond to the functional framework under definition. 

Furthermore, some parts are still unclear. E.g. the model inference function is not visible, it seems that data collection creates the AI output. Performance feedback is noted in the figure, but it this the “Feedback” in the functional framework? Why does it go to the block with AI generated information, why not to data collection? More discussion on details is needed.

	Futurewei
	No
	We don’t see the needs and benefits for such an overall structure. The structure for network energy saving already exists. AI/ML just provides information from another aspect for decision making. Some functions blocks, such as the “Energy Saving Decision Generation”, are implementation dependent and do not need to be standardized. We believe the current discussions on input, output and feedback are enough.

	Nokia
	No
	We don’t see a problem with this figure, but we also don’t think it will offer some improvement if captured in the TR.

	Verizon
	No
	Agree with Huawei comments above. Seems like we are making it too complicated and trying to specify a certain algorithm in the energy saving decision box. Specifying inputs/outputs and a framework for exchanging data is already being included. This might lead to more confusion. It may be ok to capture as a reference implementation in the Appendix with more clarifications. 

	NEC
	Maybe
	This looks like duplication of general framework. Not sure what is the benefit of adding such description.


3.2 AI/ML Training and Inference deployment

In the last meeting, two options were agreed to captured into the TR:

· Model Training at OAM and Model Inference at NG-RAN

· Model Training and Model Inference at NG-RAN

[1] support Model training is located at OAM and model inference is located at NG-RAN considering there is no requirement for real-time energy saving decision at this time. Moderator think this solution is already captured into the TR.

[9] proposes that NG-RAN node should be able to perform online model training based on the AI/ML model received from OAM. With continuous online training at NG-RAN node, the deployed model can be continuously evolved and improve its accuracy for performance improvement.
Question 2-1: Companies are invited to provide their views on whether to clarify that Model Training is online training or offline training in the TR.

	Company
	Comments

	Huawei
	Yes, we think we have to do that, technically offline training and online training are of quite different requirements as far as data storage is concerned, while data storage is our of RAN scope.

	Lenovo, Motorola Mobility
	It would be beneficial to clarify what is really online training and offline training. Maybe it can be discussed based on exact solution. Besides, online training and offline training sounds different AI algorithm categories, not sure if we want to touch that in the TR.

	Deutsche Telekom
	In principle, both offline and online training are feasible, but they are used in different parts of model LCM. We would assume that usually (initial) offline training is done in OAM before deploying the model to inference function in RAN. Online training in RAN depends on model and learning method applied. This should be explained for use case under consideration, here ES.

	Futurewei
	We would like to point out that both online training and offline training are training functions (note we don’t have definitions for either of them). Therefore, contribution [9] essentially proposed the third deployment scenario, i.e., model training at both OAM and NG-RAN, model inference at NG-RAN.

It is OK if a vendor chooses to do it, but we don’t think there would be standards impacts for this implementation scenario because the current two implementation options have covered the input, output and feedback needs for this scenario. Therefore, we believe whether a RAN node wants to support continuous online training can be left to implementation or something like that. This AI can move forward with the 2 options we have already agreed upon.

We would also like to note that this new deployment scenario was proposed to the high-level framework AI (18.2). So, we need to wait until a decision is made in that discussion before we discuss this item in 18.4.1.

	Nokia
	In the terms section we have captured already that Training can be online or offline. We agree with DT that offline training is done (in principle) in OAM and online in the RAN. However, we think that this will be the same for all use cases so it should not be explained per use case. Instead, maybe we could further define what offline and online training mean in the terms section.    

	Verizon
	Both offline/online training are possible and they could even work in conjunction with one another i.e., initially the model might be trained and deployed offline, but it could be refined further online based on performance feedback and other factors. 

	NEC
	Both are possible depending on solution.


[7] proposes to consider the different deployment solutions of model training and model inference modules in the split architecture base station and two solutions in CU/DU architecture are proposed below:
· Solution #1: Model training and model inference at CU side
· Solution #2: Model training at CU and model inference at DU
Question 2-2: Companies are invited to provide their views on whether the Solution #1, Solution #2 or both, is preferred to be captured into the TR.

	Company
	Solution#1, or Solution#2, or both
	Comments

	Huawei
	Solution#1, but
	We think CU should have more knowledge than DU, and DU could provide what is needed by CU. But we suggest to focus on the gNB and OAM case first, i.e. where the model training is at OAM and model inference is at gNB. When this solution is clear, we can discuss the CU/DU split case.

	Lenovo, Motorola Mobility
	Solution#1, and Solution#2
	Depending on the energy saving strategy, if it is beam/cell level energy saving, it could be DU to infer and decide, otherwise it could be up to CU to infer and decide.

	Deutsche Telekom
	Both
	Where to place training and inference is strongly dependent on use case and underlying approach to collect which data and to adapt which parameters. We wouldn’t expect to have offline training in RAN nodes, especially not in DU, just online training might be useful.

	Futurewei
	Solution#1
	We would like to note that to enable model inference at DU there will be impact on F1 interface, which will complicate the specifications.

	Nokia
	Focus on solution #1
	We could focus on solution #1 for the time being and consider other solutions once we make some progress.  

	Verizon
	Both
	In both cases, model training seems to be assumed at CU. This could also be at OAM. Model inference could be at both CU/DU. DU might be best suited for inferences involving optimizations of lower layer stack (e.g. beam optimization) while CU might be best suited for inferences involving higher layer stack (e.g. cell turn off).

	NEC
	Maybe both
	Depending on solution and especially on actions taken for ES, both deployment options may be possible.


3.3 Inputs of AI/ML-based Network Energy Saving

Following information as input for AI/ML-based network energy saving are summarized based on contributions:

Input Information from Local node: 
1. UE mobility/trajectory prediction [3][4][6]

2. Energy efficiency gain or energy state [9]

Input Information from UE:

3. Location history (e.g., coordinates, serving cell ID), UE historical serving cells and their locations [3]

4. UE moving velocity [3]

5. UE assistance information with mobility prediction [8]

6. UE assistance information with UL/DL traffic prediction [8]

Input from neighboring NG-RAN nodes:

7. Past handover performance information [3]

8. UE performance after handover [3]

9. Energy efficiency gain or energy state [9]

Question 3-1: Companies are invited to provide their views on whether the above input information listed could be used for AI/ML-based Network Energy Saving. 

	Company
	Comments

	Huawei
	Input information from local node:

1: OK.

2: Prefer to use the energy efficiency that reflects the real performance of the RAN node we want to evaluate.

Input information from UE:

3/4: No. It could be derived from the “UE history information from UE” IE, which is already there in the local node.

5/6: OK.

Input from neighboring NG-RAN node:

7: Nice to have. HO history/HO successful rate could be used as reference for future HO decision, .

8: OK.

9: Prefer to use the energy efficiency that reflects the real performance of the RAN node we want to evaluate.

	Lenovo, Motorola Mobility
	1: ok

2: ok

2a: ok

3, 4: look like input to predict UE mobility/trajectory, not sure if they can be really regarded as input for energy saving. 

5, 6: no, they assume UE capability to perform some kind of prediction, shall be avoided for now. 

7,8: not sure if they care useful for energy saving, they look like feedback information. 

9: not sure, and looks like feedback information.

	Futurewei
	In general, we agree with the above inputs. But we need to define what the “Energy efficiency gain or energy state” is; we can do it in the WI phase.

	Nokia
	Input from Local Node

1: OK

2: Not OK. What is this energy saving state? Is it the current state of the gNB? What could be the output corresponding to it? Also, it is unclear why a new measurement energy efficiency gain needs to be introduced as opposed to energy efficiency.

Input from UE: 

3: Not OK, it is not evident why exact coordinates can be more beneficial as opposed to less granular information (e.g., on cell level), available in existing SON reports. 

4: Not OK, it is not evident how UE velocity can improve energy saving.

5,6: Not OK. We don’t think that we should consider predictions from UEs for this Rel. 17 SI. 

Input from neighbouring NG-RAN nodes

7,8: OK

9: Not OK. An indicator of energy efficiency can be sent between neighbouring nodes. The “gain” can be calculated as a delta between consecutive energy efficiency measurements.

	Verizon
	We are fine with all these different inputs. Additional inputs might also be considered. 


[1] propose to define load prediction function, and UE mobility trajectory prediction if needed by AI-based network energy saving as a kind of tool-box to discuss.

Question 3-2: Companies are invited to provide their views on whether to regard load prediction or UE mobility trajectory prediction as a too-box use case to discuss. 

	Company
	Yes or No
	Comments

	Huawei
	Not sure
	It was discussed before many times. On one hand, we understand that probably prediction will be used for different use cases; on the other hand, we think the study should focus on the energy saving, load balancing and mobility optimization. What does the toolbox use case mean exactly here, what are the additional spec impacts, in addition to normal collected data and the detailed value of prediction (to be discussed during WI phase I guess)

	Lenovo, Motorola Mobility
	Yes
	RAN node may decide to turn off some cell if the predicted load is low and UEs will leave the cell.

	Futurewei
	Yes
	A toolbox approach can avoid duplicate specifications/implementations among different use cases.

	Nokia
	No
	Our study is not about load prediction or about UE mobility trajectory prediction. Of course, we may use such predictions in the study (e.g., load prediction can be an input to AI/ML mobility) but we don’t see how defining them as tool-box use cases can provide benefits.

	Verizon
	Yes
	Load prediction/UE mobility prediction is certainly useful for energy saving use case. However, they may be applicable to other use cases as well including load balancing/mobility optimization. Also new use cases will likely be considered in the future, so it would be good to consider these as a toolbox potentially applicable to future expanded AI/ML use case list. This helps avoid duplication of specs. 

	NEC
	Maybe
	It was previously discussed not to introduce tool-box use cases. However, depending on solution load prediction and UE trajectory prediction could be inputs to ES.


3.4 Output of AI/ML-based Network Energy Saving 

Following information as input for AI/ML-based network energy saving are summarized based on contributions:

1. UE mobility prediction, which can be used to help making handover decisions. [3]
2. Recommended Energy saving Strategies including, recommended cell activation/deactivation, symbol shutdown, channel shutdown, carrier shutdown, deep sleep [4][5]
3. Predicted energy information, including predicted energy consumption information [4]
4. Energy efficiency [6]

5. Action level, action type [5]

6. Predicted energy state (e.g. Active, High, Low, Inactive) [9]

7. Validity time of energy strategy [5] [9]

8. Energy saving strategies [9]:

a) Update of SSB periodicity 

b) Update of the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature 

c) Update of DTX for BS 

d) Update of the SIB blocks periodicity 

e) Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 

f) Secondary cell activation/deactivation 

g) Carrier aggregation turn-on/off 

h) Primary/Macro cell activation/deactivation 

i) Dual connectivity turn-on/off

Question 4-1: Companies are invited to provide their views on whether the above output information listed could be used for 
AI/ML-based Network Energy Saving. 

	Company
	Comments

	Huawei
	1: No. The output should be highly related to the energy saving. The UE mobility prediction should be the input, but not the output.

2: OK. The recommended cell activation/deactivation is OK. Others could also be considered, but not sure if some of them could be exchanged between base stations. 

3: No. Prefer to use the energy efficiency that reflects the real performance of the RAN node we want to evaluate.

4: OK.

5: Could consider, but it seems that they are implemented mechanism and not sure if could be transferred via interface.

6: Could consider. But we prefer to use the energy efficiency that reflects the real performance of the RAN node we want to evaluate.

7: No. As discussed in our paper, there is no need to include the validity time together with the output information every time. 

8: Not sure if we should agree or disagree each of them, some of them seems straightforward, e.g. activation/deactivation; some of them seems unclear, e.g. update of the advertised Bandwidth, etc, some of them seem to be implemented mechanism and cannot be transferred via interface. 

Maybe there is no need to go into such details during study item phase, this comment also applies to other use case.

	Lenovo, Motorola Mobility
	1: we understand mobility prediction will help with energy saving not the other way around.

2,3: ok, need to discuss how to define energy consumption. 

4: not sure,, is it a predicted energy efficiency? Otherwise it can be easily measured. 

5: need a bit more elaboration

6: intention is ok

7: no, NW can update the energy strategy when it wants. We don’t see the need of a validity time.

8: ok in general

	Futurewei
	Yes. This information could be used as output of the network energy saving function. However, the exact outputs of the network energy saving function and the details need to come from thorough discussion of the group. For example, some of the outputs or decisions, like 2 and some items under 8, would need to be communicated to DUs for CU/DU split scenario if inference is on CU.

	Nokia
	1) UE Mobility Prediction: Not OK   

2) Recommended Energy Saving Strategies: OK for cell activation/deactivation but not OK on the finer granularity ones (symbol shutdown, channel shutdown, carrier shutdown, deep sleep). These seem to be more implementation specific.
3) Predicted Energy Information: Not OK, energy consumption doesn’t give sufficient information on the network performance.  

4) Energy Efficiency: OK  

5) Action level (channel, subframe, carrier), action type (switch on/off): Not OK, same reasons as 2.  
6), 8) Predicted energy state and Energy Saving Strategy per state:  Could be interesting to consider different predicted energy saving states at a gNB but some more thinking is needed on the exact strategies.    
7) Validity time: Not ok, this can be indicated implicitly through a new energy saving decision.

	Verizon
	We are fine with the list of outputs. Additional ones might be considered in future. There seems some overlap (e.g. between 2 and 8). A consolidated list might be better. 


3.5 Performance feedback for the AI/ML-based Network Energy Saving

Following information as feedback information for AI/ML-based network energy saving are summarized based on contributions:

1. UE performance after handover [3]

2. UE transmission performance measurement [6]
3. Resource status of neighboring NG-RAN node [9]

4. Energy information efficiency or energy state [9]

Question 5-1: Companies are invited to provide their views on whether the above feedback information listed could be used for AI/ML-based Network Energy Saving. 

	Company
	Comments

	Huawei
	1/2: OK. They should be the same, e.g., the packet loss rate performed by the target node, or the packet delay performed by the UE.

3: OK.

4: OK, prefer to the energy efficiency.

	Lenovo, Motorola Mobility
	1. it may only apply to switching off a cell leading to a handover of one UE

2. ok

3. not sure

4. ok

	Deutsche Telekom
	Unclear what is meant by “performance feedback”. In the functional framework we have “Feedback” and “Model Performance Feedback (FFS)”. I would assume “Feedback” is the basis for this question, correct?
Ok to all, but with respect to (4) there is a need to clarify the meaning of metrics. What is meant by “Energy information efficiency” compared to “Energy efficiency” or “Energy efficiency gain” mentioned in some other questions before.

	Futurewei
	We agree in general. Note Item 1 and 2 may mean similar things. Also Item 4 should read “Energy information efficiency” instead of “Energy efficiency information” and the definition of “energy efficiency” has to be officially defined and agreed. 

	Nokia
	1,2: What is the difference between 1 and 2? 

3: OK

4. Not OK. It is unclear why energy state should be part of the feedback. On the energy efficiency gain, it is not clear why we need a gain as opposed to energy efficiency.

	Verizon
	We are fine with all of these. As DT pointed above, some clarification of definition of the metrics would be useful. Additional ones might be added too. 


3.6 Procedures

[2] proposes that an NG-RAN node should be able to accept/reject energy saving decision proposals in a neighboring NG-RAN node. And [5] proposes that the predicted energy saving strategy can be exchanged with neighbor cells to provide reference information for optimization decisions.

[5][9] mentioned that predicted resource status reporting can be embedded into existing resource status reporting procedure, and [5] also stated that that can be supported by designing a new procedure referring to the existing resource status reporting procedure. In addition, [9] propose that the target NG-RAN node can stop providing feedback to the source NG-RAN node if the handed-over UE is no longer available at the target NG-RAN node.

Question 6-1: Companies are invited to provide their views on the proposals below:

1. Predicted energy saving strategy shall be exchanged between NG-RAN nodes

2. Use existing resource status reporting procedure or to define a new one to exchange predicted resource status

	Company
	Comments

	Huawei
	Not sure.
For 1, we think the predicted energy saving strategy is just a predicted info which is not a real decision, what we need is real energy saving decision informed to neighbours; then for 2, we could leave this discussion to normative phase.

	Lenovo, Motorola Mobility
	1. don’t understand the motivation, first, why one needs to predict energy saving strategy? Secondly, why need to inform the other RAN node?

2. we consider it useful for load balancing use case, not sure why it is needed for energy saving, maybe as feedback information, maybe they are nested.

	Deutsche Telekom
	(1) The meaning of the content of predicted energy saving strategy has be further clarified. For some issues like cell switch on/off it makes certainly sense.
For (2) no clear preference. Both alternatives are feasible. Can be decided in WI phase. 

	Futurewei
	1. We don’t think this is necessary. 

2. We are restricted from defining a new reporting procedure. We can reuse existing resource status reporting procedure to exchange predicted resource status with neighboring cells. Defining a new procedure is considered out of scope for this R17 SI.

	Nokia
	1. OK in general though we do not agree on the action level (subframe, channel, carrier, device). Other than this, it is ok in our view if a gNB informs a neighbour of its intentions to switch off or switch on its cells. 
2. OK to define a new procedure that is used to exchange predictions.

	Verizon
	(1) Yes, exchange of energy saving strategy helps neighbor nodes in their optimization decisions. 

(2) Both are feasible, can be captured as possible solutions in TR and then decide in WI phase if needed. 


[3] also mentioned that following information should be considered to be exchanged over Xn interface.

•
Notice of entering sleep mode (optional)

•
Wake-up signal (optional)

Question 6-2: Companies are invited to provide their views on the proposal above?

	Company
	Comments

	Huawei
	The intention makes sense, but I think the current spec already introduced the mechanisms that one certain cell is deactivated/off, and then the off cell could be requested to activate…I think there is no need to discuss the concrete notice or wake-up, this could be discussed during WI phase to see if existing mechanism could be reused.

	Lenovo, Motorola Mobility
	How is it different from the legacy e.g. cell activation between two RAN node?

	Deutsche Telekom
	We share the same view as Huawei.

	Futurewei
	This information allows a sleeping node to tell neighboring nodes its operating status so better decisions can be made at neighboring nodes. It also allows the sleeping node to be waken up, say by the coverage node, to share the traffic burden in the area. So we support the proposal.

	Nokia
	In our view, the above mechanisms are already supported in current specification.

	Verizon
	We share same view as Nokia above.  


4 Conclusion, Recommendations [if needed]

If needed
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