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1 Introduction

CB: # 24_DynamicACL 

- The source IP address used for data forwarding traffic is signalled from the node sending forwarded data to the target node on a per Qos flow basis? The gNB-CU-UP signals the source IP address to be used for data forwarding to the CU-CP? Huawei, Deutsche Telekom, China Telecom, Ericsson

- For assessment of required granularity of the source IP address i
nformation in support of dynamic ACL, RAN3 is kindly requested to include: 1) per PDU session granularity, and 2) per DRB granularity? Focus on direct data forwarding at current stage? Nok

- SA2 has already provided a mechanism to solve the dynamicACL issue for indirect data forwarding? The source IP address used for data forwarding traffic is 
signalled to the target node on a per UE basis? ZTE

- Provide CRs if agreeable

(E/// - moderator)

Summary of offline disc R3-215827
2 For the Chairman’s Notes

Propose the following:

· RAN3 agrees to a per QoS Flow level granularity for enhancements to ACL

· Agree to the following TPs

· R3-214857

· R3-214858

· R3-214859

· R3-215230

· R3-215232

· R3-215234

· R3-215236

· If the above cannot be agreed due to doubts on whether multiple source IP addresses can be used within the same DL forwarding GTP-U tunnel, it is proposed to send an LS to CT4 to clarify these points. Draft LS in R3-216139
· The scenario of indirect data forwarding during SN change is down prioritised. The scenario may be subject to further analysis once SA2 converges on solutions for indirect data forwarding.

· The use case of providing the source address from CN to RAN for a normal Iu-U/N3 tunnel is down prioritized
· Agree to LS reply to SA2 in R3-216140
3 Discussion 

At RAN3.113e RAN3 agreed to the following:

It is proposed to agree that ACL needs to be supported for the following use cases:
· Signalling of source IP address for data forwarding traffic as part of the S1 and NG handover Information for 

- Direct data forwarding

- Indirect data forwarding

-    Signalling of source IP address for data forwarding traffic as part of the X2 and Xn handover Information 

-    For EN-DC and MR-DC cases, it is proposed to include the source IP address for data forwarding traffic as part of the

- MN-initiated SN Modification request/response

- SN Change Required 

- SN addition request

-     In split architecture, at SN side, the source node user plane IP addresses should be also transferred to the ng-eNB-DU, gNB-DU for data forwarding for MN terminated bearers, and to the SN’s gNB-CU-UP for SCG bearers.

Send an LS to SA2 and CT1 to check whether source IP address Information from the CN to target RAN in the case of indirect data forwarding, as part of the S1/NG HO Information, is feasible

Conclude that no further enhancements are needed to address the IP Sec use case for ACL.

One point was left open, which was captured as below:

The granularity of the Source IP Address in support to ACL, to be continued...
RAN3 also agreed to send an LS to SA2, in [1], where the indirect data forwarding use case and possible  solutions was presented. 

SA2 replied to RAN3´s LS in [2]. In this LS SA2 asks the following question:

SA2 kindly asks RAN3 to provide their view on whether the source address for a normal Iu-U/N3 tunnel (for example, during Service request procedure from CM_IDLE to CM_CONNECTED) needs to be provided to RAN for ACL support or it can be made aware to RAN by other means.
3.1 Discussion on Granularity of IP Addresses

Three options have been presented at RAN3-114e for the granularity of the Source IP address signalled from source RAN to target RAN.

These three options are described below:

Option 1: per QoS Flow granularity

In [3] a number of vendors and operators propose that the source IP address of direct forwarding traffic, to be forwarded to the target RAN, is signalled with a per QoS Flow granularity. In this way a source IP address may be signalled for each QoS flow whose traffic is forwarded. The reason is to enable the target RAN to identify the source IP address used by traffic associated with a given QoS Class and S-NSSAI. The latter enables cloud based deployments of ACL.

Option 2: per PDU Session/per DRB granularity

In [4] it is proposed to enable a source IP address granularity per PDU Session and per DRB. The motivation is that data forwarding can be done on a per PDU Session and per DRB level, hence a source IP address per PDU Session and per DRB is needed.

Option 3: per UE granularity

In [5] it is proposed that source IP addresses are signalled on a per UE basis. Namely a list of Source IP addresses are signalled per UE, without any specific association to the type of traffic the source IP is used for. The justification for this proposal is in the simplicity of such technique.

In order to enable a faster discussion it is worth mentioning that traffic transmitted as part of a GTP-U tunnel, such as the UP tunnel used for data forwarding, may have different source IP addresses, while the target IP address shall be the same (i.e. the target IP address is the one specified by the target RAN).

This can be deduced from the definitions in TS29.281 reported below:

GTP-U Tunnel: A GTP-U tunnel is identified in each node with a TEID, an IP address and a UDP port number. A GTP-U tunnel is necessary to enable forwarding packets between GTP-U entities.
GTP-U Tunnel Endpoint: A GTP-U tunnel endpoint identifies a user plane context (e.g EPS bearer, PDU session or a RAB) for which a received GTP-U packet is intended. A given GTP-U tunnel endpoint may receive GTP-U packets from more than one source GTP-U peer (See clause 4.3.0).UDP/IP Path: Connection-less unidirectional or bidirectional path defined by two end-points. An IP address and a UDP port number define an end-point. A UDP/IP path carries GTP messages between network nodes related to one or more GTP tunnels.
From the above it can be understood that traffic included in a GTP-U tunnel used for data forwarding shall have the same termination IP address, but it may have different source IP addresses.

Companies are invited to provide their view on preferences for the source IP address granularity options listed above.

	Company
	Comment

	Ericsson
	We prefer a per QoS Flow granularity. As explained in [3], this allows support for a cloud RAN implementation where instances of the ACL function can be deployed on a per QoS/per Slice level. 

Such implementations using per QoS/per Slice dedicated ACL instances would not be possible with a per UE source IP address granularity such as Option 3. We think that the standard should not prevent implementations unnecessarily.

With respect to Option 2, we would like to point out that different source IP addresses may be used for traffic of different QoS flows included in a data forwarding tunnel established per PDU Session or per DRB. Namely, Option 2 forces the use of the same source IP address for all traffic in the data forwarding tunnel, which again limits implementations unnecessarily.

	CATT
	Option 2

In current specification, all tunnel are setup per PDU session or per DRB. For data forwarding, the data forwarding address provided by target node are also per PDU session/DRB.

If we would like to support per slice/per Qos flow IP address, it should applied to both source node and target node which is not the case now.

	Huawei
	Although per PDU session level is also workable, it may not work well in cloud RAN scenario in future. Per Qos flow level may have the most flexibility that our standard can provide.

As explained above, the per PDU /per DRB forwarding tunnel does not restrict that the source IP address used in the tunnel shall be the same.

Therefore, we would like to keep such flexibility in the specification.

	Nokia
	Our preference remains per PDU session and per DRB granularity, but can also understand introduction of support for per QoS flow in order to be future proof. But we're not sure that the signalling proposed in 4857 represents a safe solution if the source NG-RAN node proposes forwarding per DRB. In that case neither the DL Forwarding IE nor the UL Forwarding IE are included in the QoS Flow Information Item IE. If the IP address for ACL is still sent per QoS flow, the ASN.1 would open for many strange combinations and signalling would not be robust in our view. So we propose to include our change to the DRBs to QoS Flows Mapping List IE (see 5318).


	Deutsche Telekom
	We share the same view as Ericsson and Huawei We prefer Option 1 for the IP source address granularity as it provides with per-QoS flow level the highest flexibility for ACL usage also in cloud environments.

	ZTE
	Based on our understanding, all these 3 options can be used for the Dynamic ACL issue. We also believe that compared with option 3(per-UE), per-QoS flow or per-DRB granularity have more flexibility and easy to update for further developing. 

However based on the below concerns, we think per-UE granularity is a better alternative in current stage.
1. Cloud RAN implementation is still not a majority choice and need to spend a lot of time on further developing before popularization. Currently, most RAN nodes(either LTE or NR) are still deployed separately. Either per-QoS flow or per-DRB granularity is a future proof alternative.  Compared with the per-UE level, other granularity options does not have huge advantage for current NW.
2. Flexibility is a good attribute. But as we explained in bullet 1, in current stage, the benefit is not much. What’s worse, granularities other than per-UE level will also lead to higher complexity for the signalling and NW design.  
In short, we prefer to put our mind on how to fix the current dynamic ACL issue by using a much robustness, efficiency, and simplicity way. The future proofed methods can be considered in the future releases. 

	Huawei 2
	Reply to Nokia’s comment on the NGAP CR:

I guess your comment relates to the issue discussed in CB #26?  Where whether the qos flows in  DRBs to QoS Flows Mapping List IE shall be aligned with the qos flows in the outer QoS Flow Information List IE or not.

No matter what conclusion in CB # 26 would be, for safety reason, I propose to add the source IP in the Associated QoS Flow List IE inside the DRBs to QoS Flows Mapping List IE. This keeps the granularity of the source IP on per Qos flow level.

While your proposal in 5318 is still per DRB level. 

I hope that would be ok for you?

	Nokia 2
	I confirm our comment was for CB24, and thanks for your related comment/proposal. However I see that the Associated QoS Flow List is also included in the RAN Status Transfer Transparent Container and in the QoS Flow per TNL Information, and the latter is included in several other places. So my feeling is that the signalling might become messy if going in that direction.
Also, for the case where the source NG-RAN node proposes forwarding per DRB (by including the DRBs to QoS Flows Mapping List IE), doesn’t it mean that in this case the IP address granularity is necessarily per DRB? If not source NG-RAN node would have proposed forwarding per QoS flow? So there is no contradiction between our proposal (per DRB) and support of granularity per QoS flow?

And finally, checking further NGAP, I see in clause 8.4.2.2 (for the HO REQ ACK):
In case of intra-system handover, if the target NG-RAN node accepts the downlink data forwarding for at least one QoS flow for which the DL Forwarding IE is set to "DL forwarding proposed", it may include the DL Forwarding UP TNL Information IE in the Handover Request Acknowledge Transfer IE as forwarding tunnel for the QoS flows listed in the QoS Flow Setup Response List IE of the HANDOVER REQUEST ACKNOWLEDGE message.
We therefore believe that only a single forwarding tunnel for the PDU session is supported by the RAN3 specification, and also from the provided comments we don’t see any clear use case for multiple tunnels. It therefore seems needed to support a single tunnel per PDU session at this stage, and the day there’s a need for more we will need to update NGAP anyway.


Conclusion:

[Moderator´s Comment: It needs to be clarified that a single GTP-U tunnel may use a single DL forwarding target TNL address, while multiple DL forwarding source TNL addresses. 
This is why the Moderator quoted the following part from TS29.281:

GTP-U Tunnel Endpoint: A GTP-U tunnel endpoint identifies a user plane context (e.g EPS bearer, PDU session or a RAB) for which a received GTP-U packet is intended. A given GTP-U tunnel endpoint may receive GTP-U packets from more than one source GTP-U peer (See clause 4.3.0).]
There is a majority of companies believing that a QoS Flow level granularity is the most future proof option. However, not all companies prefer this solution.

3 Companies support a per QoS Flow level granularity

2 companies support a per DRB/PDU Session granularity

1 company supports a er UE granularity

The following is proposed:

RAN3 agrees to a per QoS Flow level granularity for enhancements to ACL
3.2 Indirect data forwarding during SN change

In [5] the following is proposed:

It is proposed for RAN3 to further discuss how to solve the dynamic ACL issue for the indirect data forwarding during SN change.

Companies are invited to provide their views on whether the indirect data forwarding during SN change should be considered as a use case that shall be addressed by RAN3

	Company
	Comment

	Ericsson
	We believe that the indirect data forwarding during SN change use case is a niche use case which may be left out of the use cases addressed by RAN3.

	CATT
	We think it is a valid scenario which needs further consideration. Besides, we think it also need further consideration on how to support direct data forwarding between source SN and target SN during SN change procedure.

	Huawei
	The scenario needs further clarification. Because the SA2 LS referred in [5] seems only a draft paper that submitted to SA2 meeting.

According the agreed reply LS in R3-215801, there seems no any indications on how to support such use case.

	Nokia
	Agree with Ericsson to leave out indirect data forwarding for SN change. 

	Deutsche Telekom
	Similar to Huawei we see the need to further clarify the scenario as SA2’s solution mentioned in [5] is finally not covered in their Reply LS.

The mentioned scenario can be down-prioritized in current discussion.

	ZTE
	It is clear that indirect data forwarding happens during SN change procedure. The call flow is shown below. More detail description can be found in step9, section 10.5, TS 37340. Considering the indirect data forwarding mechanism has already been defined in current TS. We believe RAN3 can not ignore this use case. 


[image: image1.emf]UE MN S-SN S-GW MME

8a. SNStatus Transfer

9. Data Forwarding

3a. SgNB Release Request

T-SN

1. SgNB Addition Request

2. SgNB Addition Request Acknowledge

4. RRCConnectionReconfiguration

5. RRCConnectionReconfigurationComplete

6. SgNB Reconfiguration Complete

11. E-RAB Modification Indication

15. E-RAB Modification Confirm

12. Bearer Modification

13. End Marker Packet

14. New Path

7. Random Access Procedure

8b. SN Status Transfer

16. UE Context Release

10. Secondary RAT Data Usage Report

3b. SgNB Release Request Acknowledge


(#zoom up if needed.)

From our understanding, SA2 is trying to solve the indirect data forwarding issue in the CN. To avoid any potential conflict or duplicate discussion, we are fine to down prioritize the discussion on indirect data forwarding and check the direct data forwarding first.




Conclusion:

4 Companies believe that the scenario of indirect data forwarding during SN change should be down prioritised. Of these, two companies believe that the scenario needs further clarifications once SA2 converges towards solutions to indirect data forwarding.
2 companies believe the scenario is valid and should be analysed

The following is proposed:

The scenario of indirect data forwarding during SN change is down prioritised. The scenario may be subject to further analysis once SA2 converges on solutions for indirect data forwarding.
3.3 Source address for a normal Iu-U/N3 tunnel

In [2] SA2 asks the following question to RAN3:

SA2 kindly asks RAN3 to provide their view on whether the source address for a normal Iu-U/N3 tunnel (for example, during Service request procedure from CM_IDLE to CM_CONNECTED) needs to be provided to RAN for ACL support or it can be made aware to RAN by other means. 

Companies are invited to provide their views and answers to the question above.

	Company
	Comment

	Ericsson
	We are inclined to think that a “normal” S1-U/NG-U tunnel from CN to RAN is likely to be generated by a fixed number of CN UP GWs. For this reason one possibility could be to configure the RAN with the source IP addresses such UP CN nodes may use towards the RAN.  Said that, we acknowledge that cloud implementations in the CN may involve the use of different source IP addresses towards the RAN, in which case manual configuration may become a considerable burden for operators.

We would therefore reply to SA2 stating that RAN3 considers provisioning to the RAN of the source IP address for traffic transmitted over a normal Iu-U/N3 tunnel as a low priority use case.

We would like to highlight that the case of indirect data forwarding is more complex than the one with normal Iu-U/N3 tunnel. This is because the CN UP GW in charge of indirect data forwarding may be either the source CN GW (e.g. source UPF) or the target CN GW (e.g. target UPF) or indeed a different CN GW specifically selected for data forwarding. Hence manual configuration at the RAN of source IP addresses for indirect data forwarding traffic is a more complex and time consuming procedure.



	Huawei
	Yes, we think it would be good if the CN may provide the source address for a normal Iu-U/N3 tunnel in normal service request procedure. 

And if the RAN may also provide its IP addresses to the CN in such procedure, there is no need to send the source IP addresses once again during S1/NG handover for the in-direct data forwarding.

The MME/AMF may just forward the source RAN node IPaddress to the SGW in charge of in-direct data forwarding. 

	Nokia
	Following the reply from SA2 we now believe that current mechanisms to secure connection between CN UP GWs and RAN nodes are sufficient, and not sure that dynamic ACL would be a good solution for this scenario. We believe that the main intent from the proponents was to enable dynamic ACL between RAN nodes, so support of direct data forwarding should be sufficient. If RAN3 wants to proceed further on security mechanisms between CN UP GWs and RAN nodes, we believe SA3 would need to be involved and e.g. evaluate any potential security risks linked to support of dynamic ACL for such connections.

	Deutsche Telekom
	As Nokia mentioned the initial main focus of proposals was on enabling dynamic ACL between RAN nodes, not between CN and RAN. Therefore, we should carefully review the implications raised by SA2’s Reply LS.

	ZTE
	We share the similar view with HW. 

CN may need to provide the source address for a normal Iu-U/N3 tunnel in normal service request procedure. For indirect data forwarding part, we prefer to wait for SA2 further agreements.


Conclusions:

The moderator understands the following:

3 companies believe that the use case of providing the source address from CN to RAN for a normal Iu-U/N3 tunnel should not be in scope of the enhancements

2 companies believe that the use case of providing the source address from CN to RAN for a normal Iu-U/N3 tunnel should be in scope

The following is proposed:

The use case of providing the source address from CN to RAN for a normal Iu-U/N3 tunnel is FFS and to be discussed in the Second Round

3.4 Second Round of Discussions

Companies are invited to provide their view on whether a solution is needed for the use case of providing the source address from CN to RAN for a normal Iu-U/N3 tunnel and how a reply to the LS from SA2 should be drafted.

	Company
	Comment

	Ericsson
	As previously commented a “normal” S1-U/NG-U tunnel from CN to RAN is likely to be generated by a fixed number of CN UP GWs. For this reason, a solution for this case is not necessarily needed.

On the contrary, a solution for indirect data forwarding is needed because the UP GWs the CN may use for indirect data forwarding are not necessarily those used for “normal” S1-U/NG-U tunnels. Namely, a RAN that knows the source IP of UP GWs for “normal” S1-U/NG-U tunnels does not necessarily know the source IP of the indirect data forwarding UP GW.

Therefore, we would reply to SA2 stating that RAN3 considers provisioning to the RAN of the source IP address for traffic transmitted over a normal Iu-U/N3 tunnel as a low priority use case that does not need to be resolved now.



	Huawei
	For the need of ACL for normal S1-U/NG-U tunnel, we would keep alignment with operator’s requirement. If there is no urgent requirement for this, we are OK to down prioritize it for the moment.

For the indirect data forwarding case, if the selected UPGW by MME/AMF used for indirect data forwarding is in the same pool as the one having normal S1-U/NG-U tunnel with RAN, it implies that the RAN may also know the IP address of that UP GW.

With this understanding, and if E’/// assumption for the IP addresses of UPGW for normal S1-U/NG-U tunnel is correct, it seems that there is no any further impact on SA2 and CT4 for the indirect data forwarding case.



	Deutsche Telekom
	At present we don’t see the need for enabling dynamic ACL for normal S1-U/NG-U tunnels between CN and RAN. Current focus should be on enabling ACL for data forwarding between RAN nodes.

On this basis we share the same view as Ericsson and Huawei with respect to lower priority of that use case.

	ZTE
	Sending multiple source IP addresses to RAN side only happens in CN cloud implementation scenario. As we explained in round 1, the discussion and consideration for this scenario is future proofed. Companies should not pay much attention on this issue. This part can be further analyzed in the future. Hence, we think providing the source address (not addresses) from CN to RAN for a normal Iu-U/N3 tunnel will not bring much burden to NW.
Though we think it is necessary for CN to provide the source IP address to RAN side for a normal Iu-U/N3 tunnel, we are fine to set it as lower priority.

	Nokia
	We're not sure the position discussed here is well thought through. Support of dynamic ACL for indirect data forwarding comes with CN impact, and it looks strange to implement dynamic ACL support without also covering the normal case (no HO). In our reply LS to SA2, we believe that RAN3 should let questions about routing within the CN (e.g. which UPF is connected to the target in case of indirect data forwarding) up to analysis in SA2.

	
	


Conclusion:
4 companies support the proposal to down prioritise the use case of “normal Iu-U/N3 tunnel” and to communicate this to SA2 in an LS. 

1 company believes that the use case should be analysed by SA2 and that questions about it should be asked in the LS to SA2
4 Conclusion, Recommendations [if needed]

If needed
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