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1 Introduction

This contribution is to kick off the following discussion.

CB: # 104_F1Setup_Removal
- Check the necessity of the changes, signaling handling between logical nodes

- Capture common understanding if any

(Radisys - moderator)

Summary of offline disc R3-215932
The deadline is Thursday, November 4th, 23:00 UTC. 
2 For the Chairman’s Notes

[To be added]

3 Discussion [if needed]

According to [1] statement in 38.473 states that subsequent F1 Setup procedures will erase existing application-level configuration data in two nodes. Another statement for Shared TNLA states that several F1 Setup procedures may be issued via the same TNLA 

“This procedure erases any existing application level configuration data in the two nodes and replaces it by the one received. This procedure also re-initialises the F1AP UE-related contexts (if any) and erases all related signalling connections in the two nodes like a Reset procedure would do. “
The above statement is common for Shared TNLA case and non-Shared TNLA case. The meaning of the term “node” for Shared TNLA and non-Shared TNLA case is not clear. 

3.1 What does nodes in the above statement mean for Shared TNLA case and Non-Shared TNLA case?

Please companies share your view and comment.

	Company
	Comment

	Radisys
	Based on the usage of the term “nodes” in 38.473 specification, assumption is that a “node” means gNB-CU or gNB-DU. Since the above statement is common for Shared TNLA and non-Shared TNLA case, it indicates that multiple F1 Setup procedures issued over Shared TNLA will erase the previous application-level data. 

Hence for Shared TNLA case where multiple F1 Setup procedures are issued for different F1-C interface instance, the statement is not clear whether F1 setup from one F1-C interface instance will clear the application-level data from another F1-C interface instance.

	Ericsson
	Maybe it is beneficial to first look at the scenario which utilizes shared TNLA. As can be read in 38.401, the option only applies for RAN sharing with multiple Cell ID broadcast, where each cell ID broadcast in SIB1 corresponds to a different logical gNB, hence different pairs of gNB-CU/DUs.

As the term “node” refers to the two logical nodes between which an interface instance is established (as the moderator confirms), it is clear that the F1 Setup procedure cannot concern those logical nodes which are about to be connected via a different interface instance, but have only the shared TNLA in common. This is conveyed by the word 'related' ('...and erases all related signalling connections in the two nodes...'), which refers to only those two nodes concerned by that specific interfaces instance.

Therefore, it cannot happen that F1 Setup signaling on one interface instance has an effect on application level data on another interface instance.

Note, that the entity that distributes the payloads sent via the that are transmitted via the shared TNLA distinguishes the interface instances by observing the “Transaction ID” in a way described for that IE in F1AP (§9.3.1.23).

	Nokia
	In our understanding, the term node is referring to logical gNB-CU and logical gNB-DU respectively. Hence, an F1 Setup corresponding to a F1-instance between two logical nodes will not affect the data of a different F1-instance. 

	Samsung 
	Same understanding as Ericsson and Nokia. “node” is referring to a logical node, i.e., logical gNB-CU/gNB-DU. And F1 setup is for the interface instant between logical gNB-CU and logical gNB-DU. 

	ZTE
	In TS38.473, section 8.2.3.1, the description is given as below:
NOTE: If F1-C signalling transport is shared among multiple F1-C interface instances, one F1 Setup procedure is issued per F1-C interface instance to be setup, i.e. several F1 Setup procedures may be issued via the same TNL association after that TNL association has become operational.
The same TNL association could not be shared by multiple nodes, which should be used by two nodes (one CU-DU pair). With the description above, multiple F1 Setup procedures may be issued via the same TNLA, which means that multiple F1-C interface instances could exist between two nodes. 
As there is no explicit description to indicate the node is the logical node, We think it is reasonable to add the Note.

	Lenovo, Motorola Mobility
	In the F1AP, it is state that ‘The purpose of the F1 Setup procedure is to exchange application level data needed for the gNB-DU and the gNB-CU to correctly interoperate on the F1 interface’. The ‘F1 interface’ is not described from logical interface point of view. If possible, it would be better to change ‘F1 interface’ to ‘F1 interface instance’ to avoid any confusion.

	
	

	
	

	
	


3.2 Do you agree for a clarification in the above sentence for Shared TNLA case? 

	Company
	Yes/No
	Comment

	Radisys
	Yes
	The statement needs a clarification between Shared and Non-Shared TNLA case like other “Note” in the textual description of F1 Setup Procedure.

	Ericsson
	No
	as explained above

	Nokia
	No
	In our view the existing statement in the specification should not lead to an incorrect behavior. 

	Samsung 
	No 
	

	ZTE
	Yes
	As explain in 3.1, the clarification is needed.

	Lenovo, Motorola Mobility
	Yes
	As explained in section 3.1, it would be better to change ‘F1 interface’ to ‘F1 interface instance’ to avoid any confusion.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


According to [1] for F1 removal procedure the terms “removal of interface instance” and “removal of signaling connection” are used interchangeably in the textual description of F1 Removal. Based on understanding from X2AP and XNAP specifications which also supports Shared TNLA, F1 removal means removal of F1-C signaling connection between gNB-DU and gNB-CU.

Also, Transaction ID over F1 interface is re-used to identify a F1-C interface instance along with identifying parallel transactions. This is different as compared to XN and X2 Shared TNLA case, where an Interface Instance Identifier is allocated to identify an interface instance for a Shared TNLA. 

3.3 Do you agree that for a Shared TNLA case, F1 Removal procedure is to remove a F1-C signaling connection between gNB-DU and gNB-CU like XNAP Removal and ENDC X2AP Removal and not to remove a particular F1-C interface instance? 

	Company
	Yes/No
	Comment

	Radisys
	Yes 
	F1 Removal procedure removes all the application data for multiple F1-C interface instances over a Shared TNLA.

Since Transaction ID is used for dual purposes in F1 interface, when a Transaction ID is passed in F1 Removal, gNB-CU cannot identify a particular F1-C interface instance to be removed, as there is no other accompanying cell related information in the F1 Removal procedure.

	Ericsson
	no
	The intended function is that in general it is the interface instance and not the TNLA that is removed. The TNLA is only removed if it is not used anymore by an interface instance.

	Nokia
	No
	In our understanding, the intention of this function is to remove only the concerned interface instance, and not the whole shared transport connection. Removing the whole shared transport connection would result in that, removing a single interface instance ends up affecting all other instances, which is not the intended functionality.

	Samsung 
	No 
	We understand such function is intended to remove interface instance rather than the transport connection.

	ZTE
	Yes
	In current 8.2.8.2, only the removal of the TNL association is given in the textual description, which is not aligned with the description in 8.2.8.1.
Successful F1 Removal, gNB-DU initiated

The gNB-DU initiates the procedure by sending the F1 REMOVAL REQUEST message to the gNB-CU. Upon reception of the F1 REMOVAL REQUEST message the gNB-CU shall reply with the F1 REMOVAL RESPONSE message. After receiving the F1 REMOVAL RESPONSE message, the gNB-DU may initiate removal of the TNL association towards the gNB-CU, if applicable, and may remove all resources associated with that signaling connection. The gNB-CU may then remove all resources associated with that interface instance.
The purpose of the F1 Removal procedure is to remove the interface instance and all related resources between the gNB-DU and the gNB-CU in a controlled manner. If successful, this procedure erases any existing application level configuration data in the two nodes.
Therefore, we propose to align the description with XnAP and X2AP.
One issue for the transaction ID is that whether this IE could identify the different interface instance.

	Lenovo, Motorola Mobility
	Yes
	We shared the same view with ZTE. In current 8.2.8.2, it is clearly stated that the TNL association is removed. 
In the section 8.2.2.1, there is a NOTE

NOTE:
In case the signalling transport is shared among several F1-C interface instances, and the TNL association is still used by one or several F1-C interface instances, the initiating node should not initiate the removal of the TNL association.
The NOTE also implies that the TNL association is removed bu the F1 Removal procedure. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


3.4 Do you agree to align the F1 Removal textual description similar to X2 and EN-DC X2 Removal procedures? 

	Company
	Yes/No
	Comment

	Radisys
	Yes
	If not reworded, it causes Interop issues.

	Ericsson
	No
	It seems that there are indeed some updates necessary. If we do anything, we should rather correct all TSs, where applicable, as outlined in our answer to Q3.3.

	Nokia
	No
	

	Samsung 
	
	Some rewording may be needed. For example, in TS38.473, we have

“After receiving the F1 REMOVAL RESPONSE message, the gNB-DU may initiate removal of the TNL association towards the gNB-CU, if applicable, and may remove all resources associated with that signaling connection. The gNB-CU may then remove all resources associated with that interface instance”.

We guess the two highlighted parts are actucally referring to interface instance.

	ZTE
	Yes
	It is reasonable to align with the other interfaces

	Lenovo, Motorola Mobility
	Yes
	We need to align the spec to avoid confusion. Some places the signalling connection is used which in other places interface instance is used. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


4 Conclusion, Recommendations [if needed]

If needed

5 References

[1] R3-214761, Clarification on F1 Setup-Removal Procedure for RAN Sharing
discussion

[2] R3-214762, Correction on F1 Setup-Removal Procedure for RAN Sharing in Rel-15
Rel15 CR

[3] R3-214795, Correction on F1 Setup-Removal Procedure for RAN Sharing in Rel-16
Rel16 CR

Annex A (input from Ericsson): suggested changes to various TSs:

A.1 F1AP
8.2.8
F1 Removal
8.2.8.1
General

The purpose of the F1 Removal procedure is to remove the interface instance and all related resources between the gNB-DU and the gNB-CU in a controlled manner. If successful, this procedure erases any existing application level configuration data in the two nodes.

NOTE:
In case the signalling transport is shared among several F1-C interface instances, and the TNL association is still used by one or several F1-C interface instances, the initiating node should not initiate the removal of the TNL association.

The procedure uses non-UE-associated signaling.

8.2.8.2
Successful Operation
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Figure 8.2.8-1: F1 Removal, gNB-DU initiated, successful operation
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Figure 8.2.8.2-2: F1 Removal, gNB-CU initiated, successful operation
Successful F1 Removal, gNB-DU initiated

The gNB-DU initiates the procedure by sending the F1 REMOVAL REQUEST message to the gNB-CU. Upon reception of the F1 REMOVAL REQUEST message the gNB-CU shall reply with the F1 REMOVAL RESPONSE message. After receiving the F1 REMOVAL RESPONSE message, the gNB-DU may initiate removal of the TNL association towards the gNB-CU, if applicable, and may remove all resources associated with that interface instance. The gNB-CU may then remove all resources associated with that interface instance.

Successful F1 Removal, gNB-CU initiated

The gNB-CU initiates the procedure by sending the F1 REMOVAL REQUEST message to the gNB-DU. Upon reception of the F1 REMOVAL REQUEST message the gNB-DU shall reply with the F1 REMOVAL RESPONSE message. After receiving the F1 REMOVAL RESPONSE message, the gNB-CU may initiate removal of the TNL association towards the gNB-DU, if applicable, and may remove all resources associated with that interface instance. The gNB-DU may then remove all resources associated with that interface instance.

8.2.8.3
Unsuccessful Operation
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Figure 8.2.8.3-1: F1 Removal, gNB-DU initiated, unsuccessful operation
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Figure 8.2.8.3-2: F1 Removal, gNB-CU initiated, unsuccessful operation
Unsuccessful F1 Removal, gNB-DU initiated

If the gNB-CU cannot accept to remove the interface instance with the gNB-DU it shall respond with an F1 REMOVAL FAILURE message with an appropriate cause value.

Unsuccessful F1 Removal, gNB-CU initiated

If the gNB-DU cannot accept to remove the interface instance with the gNB-CU it shall respond with an F1 REMOVAL FAILURE message with an appropriate cause value.

8.2.8.4
Abnormal Conditions

Not applicable.

A.2 XnAP
8.4.6
Xn Removal
8.4.6.1
General

The purpose of the Xn Removal procedure is to remove the interface instance between two NG-RAN nodes in a controlled manner. If successful, this procedure erases any existing application level configuration data in the two nodes.

NOTE:
In case the signalling transport is shared among several Xn-C interface instances, and the TNL association is still used by one or more Xn-C interface instances, the initiating NG-RAN node should not initiate the removal of the TNL association.

The procedure uses non UE-associated signaling.

8.4.6.2
Successful Operation
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Figure 8.4.6.2-1: Xn Removal, successful operation
An NG-RAN node1 initiates the procedure by sending the XN REMOVAL REQUEST message to a candidate NG-RAN node2. Upon reception of the XN REMOVAL REQUEST message the candidate NG-RAN node2 shall reply with the XN REMOVAL RESPONSE message. After receiving the XN REMOVAL RESPONSE message, the initiating NG-RAN node1 shall initiate removal of the TNL association towards NG-RAN node2 and may remove all resources associated with that interface instance. The candidate NG-RAN node2 may then remove all resources associated with that interface instance.

If the Xn Removal Threshold IE is included in the XN REMOVAL REQUEST message, the candidate NG-RAN node2 shall, if supported, accept to remove the interface instance with NG-RAN node1 if the Xn Benefit Value of the interface instance determined at the candidate NG-RAN node2 is lower than the value of the Xn Removal Threshold IE.

If case of network sharing with multiple cell ID broadcast with shared Xn-C signalling transport, as specified in TS 38.300 [9], the XN REMOVAL REQUEST message and the XN REMOVAL RESPONSE message shall include the Interface Instance Indication IE to identify the corresponding interface instance.

8.4.6.3
Unsuccessful Operation
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Figure 8.4.6.3-1: Xn Removal, unsuccessful operation
If the candidate NG-RAN node2 cannot accept to remove the interface instance with NG-RAN node1 it shall respond with an XN REMOVAL FAILURE message with an appropriate cause value.

If case of network sharing with multiple cell ID broadcast with shared Xn-C signalling transport, as specified in TS 38.300 [9], the XN REMOVAL REQUEST message and the XN REMOVAL FAILURE message shall include the Interface Instance Indication IE to identify the corresponding interface instance.

8.4.6.4
Abnormal Conditions

Void.

A.3 X2AP
8.3.14
EN-DC X2 Removal

8.3.14.1
General

The purpose of the EN-DC X2 Removal procedure is to remove the interface instance between eNB and en-gNB in a controlled manner. If successful, this procedure erases any existing application level configuration data in the two nodes.

NOTE:
In case the signalling transport is shared among several X2-C interface instances, and the TNL association is still used by one or more X2-C interface instances, the initiating node should not initiate the removal of the TNL association.

The procedure uses non UE-associated signaling.

8.3.14.2
Successful Operation
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Figure 8.3.14.2-1: eNB Initiated EN-DC X2 Removal, successful operation
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Figure 8.3.14.2-2: en-gNB Initiated EN-DC X2 Removal, successful operation

If case of network sharing with multiple cell ID broadcast with shared X2-C signalling transport, as specified in TS 36.300 [15], the EN-DC X2 REMOVAL REQUEST message and the EN-DC X2 REMOVAL RESPONSE message shall include the Interface Instance Indication IE to identify the corresponding interface instance.

eNB initiated EN-DC X2 Removal:

An eNB initiates the procedure by sending the EN-DC X2 REMOVAL REQUEST message to a candidate en-gNB. Upon reception of the EN-DC X2 REMOVAL REQUEST message the candidate en-gNB shall reply with the EN-DC X2 REMOVAL RESPONSE message. After receiving the EN-DC X2 REMOVAL RESPONSE message, the initiating eNB shall initiate removal of the TNL association towards en-gNB and may remove all resources associated with that interface instance. The candidate eNB may then remove all resources associated with that interface instance.

If the X2 Removal Threshold IE is included in the EN-DC X2 REMOVAL REQUEST message, the candidate en-gNB shall, if supported, accept to remove the interface instance with eNB if the X2 Benefit Value of the interface instance determined at the candidate en-gNB is lower than the value of the X2 Removal Threshold IE.

en-gNB initiated EN-DC X2 Removal:

An en-gNB initiates the procedure by sending the EN-DC X2 REMOVAL REQUEST message to a candidate eNB. Upon reception of the EN-DC X2 REMOVAL REQUEST message the candidate eNB shall reply with the EN-DC X2 REMOVAL RESPONSE message. After receiving the EN-DC X2 REMOVAL RESPONSE message, the initiating en-gNB shall initiate removal of the TNL association towards eNB and may remove all resources associated with that interface instance. The candidate eNB may then remove all resources associated with that interface instance.

If the X2 Removal Threshold IE is included in the EN-DC X2 REMOVAL REQUEST message, the candidate eNB shall, if supported, accept to remove the interface instance with en-gNB if the X2 Benefit Value of the interface instance determined at the candidate eNB is lower than the value of the X2 Removal Threshold IE.

8.3.14.3
Unsuccessful Operation
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Figure 8.3.14.3-1: eNB Initiated EN-DC X2 Removal, unsuccessful operation
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Figure 8.3.14.3-2: en-gNB Initiated EN-DC X2 Removal, unsuccessful operation

If the candidate receiving node cannot accept to remove the interface instance with initiating node it shall respond with an EN-DC X2 REMOVAL FAILURE message with an appropriate cause value.

If case of network sharing with multiple cell ID broadcast with shared X2-C signalling transport, as specified in TS 36.300 [15], the EN-DC X2 REMOVAL REQUEST message and the EN-DC X2 REMOVAL FAILURE message shall include the Interface Instance Indication IE to identify the corresponding interface instance.

8.3.14.4
Abnormal Conditions

Void.
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