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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the last meeting, RAN3 discussed the RAN-visible QoE and had the following agreements:
Upon：
· RAN visible QoE measurement activation, UE AS indicates to UE APP that RAN visible QoE measurement has been triggered, potentially with RAN visible QoE metrics needed to be collected at UE APP as requested by RAN.
· RAN visible QoE measurement deactivation, UE AS indicates to UE APP that RAN visible QoE measurement has been terminated, and then UE APP stops to provide RVQoE measurement results to UE AS.
Turn into an agreement the WA that the RAN generates the RVQoE measurement configuration.
Turn into an agreement the WA that the ID used to identify QoE measurements is reused for identifying the RVQoE measurements.
Turn into an agreement the WA stating that RVQoE collection can be configured only if QoE measurements are configured for the same service type.
Turn into an agreement the WA stating that multiple simultaneous RVQoE measurements are supported.
The RVQoE configuration can be configured flexibly (i.e., it is not fixed).
The RVQoE configuration sent to UE should contain:
· Metrics to be reported, as a mandatory IE.
· Sample percentage (FFS)
· Start Time (FFS)
· Duration (FFS)
· Reporting Interval for periodic case (FFS)
· Triggering Event (FFS)
· DRB information (or QoS flow information), to be reported (FFS)
The decision about the final list is expected at the next meeting.
Turn into an agreement the WA stating that the RVQoE report is provided inside a dedicated IE, outside the QoE report container.
The RAN decides whether RVQOE measurement collection and reporting is activated.
The gNB-CU may signal RVQoE report to gNB-DU over F1. 
FFS whether the OAM indicates to the RAN, outside the QoE configuration container, which RVQoE metrics are available for the RAN to configure the UE to collect, or the RAN can conclude this from the UE capability indication and the service type configured for the UE.
FFS: RVQoE and legacy QOE can be reported separately.
FFS on the RVQoE report can be signalled from the target to the source node after a successful handover.
FFS whether PDU session information should and can be included in the RVQoE report.
FFS on the RVQoE configuration is propagated from the source to target node upon mobility in RRC_CONNECTED and during context retrieval upon resumption from RRC_INACTIVE. The target/new RAN node may assemble a different RVQoE configuration.


This contribution focuses on the further analysis on those remaining open issues and FFS in RAN visible QoE.
2. Discussion
2.1 RAN visible metrics
In the last meeting, the moderator have the following summary and proposal based on the views from the companies.
	Summary: 
The candidate metrics received the following number of votes:
· Buffer Level: 9 positive, 1 negative
· Average Throughput: 1 positive, 4 negative
· Playout Delay: 5 positive, 3 negative
· Play List (simplified version): 2 positive, 4 negative
· Interaction latency (VR only): 3 positive, 3 negative

Proposal 1: The following metrics continue to be considered for RVQoE metrics (no additional metrics are expected):
· Buffer Level
· Playout Delay
· FFS: SPlay List (simplified version)
To be discussed: Buffer Level Alarm, Interaction latency (VR only)



According to the summary and proposal from the moderator, the buffer level is supported and the average throughput is not supported by almost all the companies. Therefore in the following we will focus on the others metrics.
According to the TS 26.247, SA4 defines the initial playout delay and the playout delay for media start-up. The initial playout delay only indicates the performance at the start of the streaming of the presentation. In our understanding, the RAN cannot use it to optimize the user experience for the following packets transmission.
Observation 1: RAN cannot use the initial playout delay to optimize the user experience for the following packets transmission. The benefits of reporting the playout delay for media start-up is not clear.
	Key
	Type
	Description

	InitialPlayoutDelay
	Integer
	The initial playout delay is measured as the time in milliseconds from the fetch of the first media Segment (or sub-segment) and the time at which media is retrieved from the client buffer.


The playout delay for media start-up indicates the waiting time that the user experiences for media start-up. The RAN does not know when the next media start-up will happen and does not know when to use this metric. Also this delay is not equal to the delay of DL or UL data transmission. Therefore we do not see the benefits of reporting this metric.
 
	PlayoutDelayforMediaStartup
	Integer
	The playout delay for media start-up is measured as the time in milliseconds from the time instant of DASH player receives play-back-start trigger to the instant of media playout.
-	If the MPD has been delivered earlier before the user clicks, it may include the process time of MPD, the fetch time of some media segments which are required for media presentation, the process time of segments, and the time for media decode and render to the user.
-	If no MPD has been fetched earlier, it also needs to add the fetch time of MPD.



Observation 2: RAN does not know when the next media start-up will happen. The benefits of reporting the playout delay for media start-up is not clear.
The play list defines a list of playback periods. A playback period is the time interval between a user action and whichever occurs soonest of the next user action, the end of playback or a failure that stops playback. In our understanding, the metric includes user actions. Therefore, this metric may have potential privacy issues. In the last meeting, some companies proposed a simplified version of play list to indicate the representation quality (i.e. whether there is stalling events and the list of stalling events). In our understanding, the stalling events can be indicated by the buffer level (i.e the buffer level is 0). 
	Key
	Type
	Description

	PlayList
	List
	A list of playback periods. A playback period is the time interval between a user action and whichever occurs soonest of the next user action, the end of playback or a failure that stops playback.

	
	Entry
	Object
	A record of a single playback period.

	
	
	start
	Real Time
	Timestamp of the user action that starts the playback period.

	
	
	mstart
	Media Time
	The presentation time at which playout was requested by the user action.

	
	
	starttype
	Enum
	Type of user action which triggered playout
- New playout request (e.g. initial playout or seeking)
- Resume from pause
- Other user request (e.g. user-requested quality change)
- Start of a metrics collection period (hence earlier entries in the play list not collected)

	
	
	Trace
	List
	List of periods of continuous rendering of decoded samples.

	
	
	
	Traceentry
	Objects
	Single entry in the list.

	
	
	
	
	representationid
	String
	The value of Representation@id from which the samples were taken.
This is an optional parameter and should not be reported in case of progressive download.

	
	
	
	
	subreplevel
	Integer
	If not present, this metric concerns the Representation as a whole. If present, subreplevel indicates the greatest value of any SubRepresentation@level being rendered.
This is an optional parameter and should not be reported in case of progressive download.

	
	
	
	
	start
	Real Time
	The time at which the first sample was rendered.

	
	
	
	
	sstart
	Media Time
	The presentation time of the first sample rendered.

	
	
	
	
	duration
	Integer
	The time in milliseconds of the duration of the continuously presented samples (which is the same in real time and media time). "Continuously presented" means that the media clock continued to advance at the playout speed throughout the interval.

	
	
	
	
	playbackspeed
	Real
	The playback speed relative to normal playback speed (i.e.normal forward playback speed is 1.0).

	
	
	
	
	stopreason
	Enum
	The reason why continuous presentation of this representation was stopped. Either:
- representation switch (not relevant in case of progressive download)
- rebuffering
- user request
- end of period
- end of content
- end of a metrics collection period
- failure
- other

	
	
	
	
	stopreasonother
	String
	The stopreasonother attribute shall be included only if stopreason attribute is included and has the enum value other. In this release of the specification, the sender of this string shall set its value to one of the following::
- switch from unicast to broadcast
- switch from broadcast to unicast
The  receiver of this attribute shall ignore this attribute if its string is set to differerent value than the values listed above.



Observation 3: The buffer level can indicate the stalling events in the simplified version of play list. The benefits of reporting the play list is not clear.
In the last meeting, one company proposes to report the buffer level alarm. In our understanding, the buffer level alarm is equal to the event based buffer level report. It means that the UE sends one alarm indication to the RAN when the buffer level falls below an alarm level. In our understanding, we can discuss in triggering event in the RAN visible QoE configuration.
Observation 4: The buffer level alarm can be discussed in the triggering event in the RAN visible QoE.
[bookmark: _Toc528271054]According to the discussion in the last meeting, the interaction latency for VR described in TR 26.909 has the same meaning as the comparable quality viewport switching latency in TS 26.118. This metric reports the latency and the quality-related factors when viewport movement causes quality degradations, such as when low-quality background content is briefly shown before the normal higher-quality is restored. In our understanding, the RAN does not know when the viewport will be changed and does not know when to use this metric. Also this delay is not equal to the delay of DL or UL data transmission. Therefore we do not see the benefits of reporting this metric.
Proposal 1: The necessity of the playout delay, simplified play list and interaction latency needs more discussion.
2.2 Configuration and Reporting
In the last meeting, RAN3 has agreed that the RAN visible QoE is configured by the RAN and only can be configured if the QoE measurements are configured for the same service type. Also, RAN3 has agreed that the RAN visible QoE configuration can be configured flexibly (i.e., it is not fixed). Then the FFS is how the RAN know which metrics can be configured.
According to the agreements in last meetings of RAN3, RAN-visible QoE metric is a subset of legacy QoE metrics data defined by SA4. According to the following SA4 requirements: 
The QoE configuration shall only be checked by the client when each session starts, and thus all logging and reporting criterias for an ongoing session shall be unaffected by any QoE configuration changes received during that session.
Another point is, QoE metrics are explicitly listed in the container, which actually indicate implicitly that these metrics are configurable, otherwise there is no need to list them but just a fixed set defined in the spec. This would further lead to a situation that some QoE metrics might be required as visible ones and to be configured by RAN but are not listed in the container of QoE measurement configuration, the UE will not measure and report these RAN visible QoE metrics for an ongoing session according to the rules in SA4. Such situation might cause unpredicted behaviour and may also increase the complexity of the UE.
Observation 5: QoE metrics of QoE measurements for each service type are configurable, which would require that RAN visible QoE metrics should not exceed the ones configured by application layer.  
Taking all the analysis above into account, we think CN/OAM should explicitly indicate to RAN the metrics which could be visible in RAN and are also configured in the container, RAN will finally decide which metric(s) to be reported as visible.
Proposal 2: For the RAN visible metrics, it should explicitly indicate to RAN the metrics which could be visible in RAN and are also configured in the container.
If the RAN visible QoE and normal QoE can be reported in different periods, the UE may need to measure the metrics in different periods. It will increase the complexity of the UE and the overhead of reporting signalling in Uu as well. Therefore we think the RAN visible QoE metrics should be reported together with the legacy QoE measurement results from the application layer to the AS. 
As to whether the RAN visible QoE metrics and legacy QoE results is reported in the same SRB, it depends on the discussion in RAN2.
Proposal 3: The RAN visible QoE metrics are reported together with the QoE report container in the interface between the application layer and the AS 
Another FFS is the content in the RAN visible QoE configuration except the metrics to be reported. As discussed in the above, the RAN visible QoE metrics are reported together with the QoE report container from the application layer to the AS. Therefore we think the RAN visible QoE configuration does not need to include the sample percentage, start time, duration and reporting interval for periodic case.  
Proposal 4: The RAN visible QoE configuration does not include sample percentage, start time, duration and reporting interval
In some cases, the RAN only optimizes the radio resource when the RAN visible QoE results satisfy some conditions, i.e. the triggering event. Therefore we think the UE can report the RAN visible QoE results only if the results satisfy the conditions. But as proposed in the above, the RAN visible QoE metrics are reported together with the QoE report container. Therefore when the application layer generates the legacy QoE results, the application layer reports the RAN visible QoE only if the RAN visible QoE metrics satisfy the triggering event. Whether the UE reports the RAN visible QoE metric or only the indication of the satisfied event can be further discussed.  
Proposal 5: The RAN visible QoE configuration can include the triggering event. When the application layer generates the legacy QoE results, the application layer reports the RAN visible QoE only if the RAN visible QoE metrics satisfy the triggering event.
RAN3 has agreed to support the QoE measurement per slice. Therefore the UE will also report the RAN visible QoE results per slice together with the QoE measurement. The motivation of RAN visible QoE is to optimize the radio resource allocation. In NR, the radio resource are configured per DRB. The RAN maps packets belonging to different PDU sessions to different DRBs and different QoS flows of one PDU session can be mapped to different DRBs. Therefore the RAN need to know the PDU session and the DRB IDs corresponding to RAN visible QoE. As we known, different PDU session may have the same slice ID. Therefore we think the UE can report the PDU session information together with the RAN visible QoE. In our understanding, the UE application layer does not know the DRB information. Therefore it is better that the QoS flow information is also reported in order to confirm the DRBs that need to be optimized. According to the LS [5] from, the UE application layer can know the PDU session information, but we are not sure whether the application layer can know the QoS flow information. Therefore RAN3 need send one LS to SA4 to check. 
Proposal 6: The PDU session information and QoS flow information are reported together with the RAN visible QoE. 
Proposal 7: Send LS to SA4/CT1 to check whether the application layer can know the QoS flows of the service.
In the last meeting, RAN3 has agreed that the RAN visible QoE is provided inside a dedicated IE, outside the QoE report container. In the last meeting, almost all the companies agree to report the buffer level. In the following, we will discuss how to design the buffer level report. According to the SA4, the buffer level metrics include one the buffer level list. The list includes the time of the measurement of the buffer level and the level.
[image: ]
In our understanding, the RAN will only use the buffer level value to optimize the radio resource and does not need the time of the measurement. Also we think the UE does not need to report the list of level, the UE only need to report the average buffer level during the measurement interval. The application layer of the UE can calculate the average buffer level based on the list of the buffer level during the measurement interval.
Proposal 8: The buffer level in the RAN visible QoE is defined as the average buffer level. UE application layer calculates the average buffer level based on the list of buffer level in the QoE report container.
2.3 Others
In the last meeting, some companies propose that the RAN visible QoE report can be signalled from the target to the source node after a successful handover. The motivation is to optimize the handover configuration. In our understanding, it should be discussed in SON/MDT WID. In NR QoE WID, we can focus on the basic procedure.
Proposal 9: Sending the RAN visible QoE report from the target node to the source node can be discussed in SON/MDT WID.
Also some companies propose that the RAN visible QoE configuration is propagated from the source to target node upon mobility in RRC_CONNECTED and during context retrieval upon resumption from RRC_INACTIVE. In our understanding, the RAN will configure the RAN visible QoE configuration to the UE in RRC reconfiguration message. According to the handoverPreparationInformation in the handover request message, the source node will send all the configurations in the RRC Reconfiguration message to the target node. Therefore the target node can know the RAN visible QoE configuration in the source node. There is no RAN3 impact.
-- ASN1START
-- TAG-HANDOVER-PREPARATION-INFORMATION-START

HandoverPreparationInformation ::=      SEQUENCE {
    criticalExtensions                      CHOICE {
        c1                                      CHOICE{
            handoverPreparationInformation          HandoverPreparationInformation-IEs,
            spare3 NULL, spare2 NULL, spare1 NULL
        },
        criticalExtensionsFuture            SEQUENCE {}
    }
}

HandoverPreparationInformation-IEs ::=  SEQUENCE {
    ue-CapabilityRAT-List                   UE-CapabilityRAT-ContainerList,
    sourceConfig                            AS-Config                                       OPTIONAL, -- Cond HO
    rrm-Config                              RRM-Config                                      OPTIONAL,
    as-Context                              AS-Context                                      OPTIONAL,
    nonCriticalExtension                    SEQUENCE {}                                     OPTIONAL
}

AS-Config ::=                           SEQUENCE {
    rrcReconfiguration                      OCTET STRING (CONTAINING RRCReconfiguration),
    ...,
    [[
    sourceRB-SN-Config                      OCTET STRING (CONTAINING RadioBearerConfig)     OPTIONAL,
    sourceSCG-NR-Config                     OCTET STRING (CONTAINING RRCReconfiguration)    OPTIONAL,
    sourceSCG-EUTRA-Config                  OCTET STRING                                    OPTIONAL
    ]],
    [[
    sourceSCG-Configured                    ENUMERATED {true}                               OPTIONAL
    ]]

}

	AS-Config field descriptions

	rrcReconfiguration
Contains the RRCReconfiguration configuration as generated entirely by the MN.

	sourceRB-SN-Config
Contains the IE RadioBearerConfig as generated entirely by the SN. This field is only used when the UE is configured with SN terminated RB(s).



Observation 6: For the RAN visible QoE configuration propagated from source node to the target node, there is no RAN3 impact.
The corresponding TP to NGAP about RAN visible QoE could be seen in [6].
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we have the following observations and proposal.
Observation 1: RAN cannot use the initial playout delay to optimize the user experience for the following packets transmission. The benefits of reporting the playout delay for media start-up is not clear.
Observation 2: RAN does not know when the next media start-up will happen. The benefits of reporting the playout delay for media start-up is not clear.
Observation 3: The buffer level can indicate the stalling events in the simplified version of play list. The benefits of reporting the play list is not clear.
Observation 4: The buffer level alarm can be discussed in the triggering event in the RAN visible QoE.
Observation 5: QoE metrics of QoE measurements for each service type are configurable, which would require that RAN visible QoE metrics should not exceed the ones configured by application layer.  
Observation 6: For the RAN visible QoE configuration propagated from source node to the target node, there is no RAN3 impact.
Proposal 1: The necessity of the playout delay, simplified play list and interaction latency needs more discussion.
Proposal 2: For the RAN visible metrics, it should explicitly indicate to RAN the metrics which could be visible in RAN and are also configured in the container.
Proposal 3: The RAN visible QoE metrics are reported together with the QoE report container in the interface between the application layer and the AS 
Proposal 4: The RAN visible QoE configuration does not include sample percentage, start time, duration and reporting interval
Proposal 5: The RAN visible QoE configuration can include the triggering event. When the application layer generates the legacy QoE results, the application layer reports the RAN visible QoE only if the RAN visible QoE metrics satisfy the triggering event.
Proposal 6: The PDU session information and QoS flow information are reported together with the RAN visible QoE. 
Proposal 7: Send LS to SA4/CT1 to check whether the application layer can know the QoS flows of the service.
Proposal 8: The buffer level in the RAN visible QoE is defined as the average buffer level. UE application layer calculates the average buffer level based on the list of buffer level in the QoE report container.
Proposal 9: Sending the RAN visible QoE report from the target node to the source node can be discussed in SON/MDT WID.
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Table D.4 — List of buffer level

Busferievel List List of buffer occupancy level measurements during
playout at normal speed.
{ (Entry Object One buffer level measurement.
® Real-Tine Time of the measurement of the buffer level.
Tevel Integer Level of the buffer in milliseconds. Indicates the playout

duration for which media data of all active media compo-|
nents is available starting from the current playout time.

The key is Buzzerievel (x), where n is a positive integer defined to refer to the metric in which the
buffer level is recorded every n ms.




