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1. Introduction
At RAN3 meeting 113e, the group has agreed on 
· Two options of AI/ML-based network energy saving deployment structures.
· Option 1: Model Training on OAM and Model Inference on NG-RAN nodes
· Option 2: Both Model Training and Model Inference on NG-RAN nodes
· High-level operation procedures.
· High-level input to, output from and feedback to the network energy saving function.
Details can be found at [1].
In this contribution, we provide and discuss the solutions and their procedures with more details. In addition, we also further discuss the input, output and feedback of the network energy saving function, as well as the potential impacts to current standards.
2. Discussion
Note that in the following discussions, green texts, lines and boxes mean the procedures have been agreed upon before this meeting. Blue lines and black texts indicate new procedures to be discussed.
[bookmark: _Hlk85636688]2.1 Solutions 
2.1.1 Solutions for Option #1: Model Training on OAM and Model Inference on NG-RAN nodes
We envision the procedure and main signalling flow for this option as below (Figure 2-1).
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[bookmark: _Hlk85640558]Figure 2-1: Network energy saving procedure for Option 1.

Descriptions of the steps:
Step 0.1: NG-RAN nodes exchanges information with OAM entity for model training. The information may include cell load, UE mobility trajectory prediction, QoS measurements and whatever is needed for model training purpose.
Step 0.2: The OAM entity deploys trained model to NG-RAN nodes.
Step 0.3: NG-RAN node 1 is assumed to have an AI/ML model deployed. Optionally, NG-RAN node 2 is assumed to have an AI/ML model deployed.

Step 1: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2: UE sends UE measurement report to NG-RAN node 1. 
Step 3: NG-RAN node 1 makes the UE mobility trajectory prediction to determine the potential handover target(s) for certain UEs. (This prediction can also be ML-based but it is not the focus of this contribution).
Step 4: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g., energy saving strategy, handover strategy, etc). 
Step 5: The NG-RAN node 1 exchanges necessary information with NG-RAN node 2 and prepares for handover.
Step 6: Once NG-RAN node 1 decides to shut down, it sends the handover command to UE. 
Step 7: The UE performs handover and associates to NG-RAN node 2. 
Step 8: Optionally, NG-RAN node 1 signals to all neighboring nodes that it will enter sleep mode for certain period. With this signaling, the neighboring nodes are aware of status of node 1 so they won’t handover to node 1 during this period.
Step 9: NG-RAN node 1 shots down itself or turns off some of itself modules/functions. Note the decision node cannot be completely shut down; at least the wake-up timer needs to run, and a circuit/module needs to be active in order to wake up the decision node when the timer expires. Optionally, a transceiver and RF chain needs to be active in order to receive wake-up instructions from other nodes, such as from the coverage node.
Step 10: NG-RAN node 1 is in sleep state. Note the following.
· UEs in idle or inactive state may find out, during the sleeping period, that are not able to connect to node 1. In this case these UEs need to perform cell reselection.
· New UEs just powered on in its serving area will have to connect to node 2 or other neighboring nodes. Optionally, the neighboring nodes may collect the information on the number of new UEs in the sleeping node’s serving area. This number can be used to determine whether it is necessary to wake up node 1.
· Node 1 may be an anchor node for some UEs. Therefore, it needs to maintain communications with its neighboring nodes. In this case, node 1 should only shut down its air interface for UE connections; it should maintain connections to its neighboring nodes in case they will contact it for the information of those UEs.
Step 11: Optionally, if node 2 decide to wake up node 1, and node 1 has the capability to be waken up, then node 2 can send a wake-up signal to node 1 to wake it up. Note in this case node 2 can be a coverage node.
Step 12: If not waken up by node 2, node 1 wakes up when its sleeping timer expires.
Step 13: UE provides performance feedback to NG-RAN node 2, which is its current serving node.
Step 14: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.
Step 15: The OAM entity performs evaluation and model update based on the feedbacks received from NG-RAN nodes.
2.1.2 Solutions for Option #2: Both Model Training and Model Inference on NG-RAN nodes
We envision the procedure and main signalling flow for this option as below (Figure 2-2).
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Figure 2-2: Network energy saving procedure for Option 2.

Descriptions of the steps:
Step 0.1: NG-RAN nodes exchange information for model training. The information may include cell load, UE mobility trajectory prediction, QoS measurements and whatever is needed for model training purpose.
Step 0.2: NG-RAN node 1 performs model training. Optionally, NG-RAN node 2 performs model training.
Step 0.3: NG-RAN node 1 has model deployed. Optionally, NG-RAN node 2 has model deployed.

Step 1: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2: UE sends UE measurement report to NG-RAN node 1.
Step 3: NG-RAN node 1 makes the UE mobility trajectory prediction to determine the potential handover target(s) for certain UEs. (This prediction can also be ML-based but it is not the focus of this contribution).
Step 4: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g., energy saving strategy, handover strategy, etc). 
Step 5: The NG-RAN node 1 exchanges necessary information with NG-RAN node 2 and prepares for handover.
Step 6: Once NG-RAN node 1 decides to shut down, it sends the handover command to UE. 
Step 7: The UE performs handover and associates to NG-RAN node 2. 
Step 8: Optionally, NG-RAN node 1 signals to all neighboring nodes that it will enter sleep mode for certain period. With this signaling, the neighboring nodes are aware of status of node 1 so they won’t handover to node 1 during this period.
Step 9: NG-RAN node 1 shots down itself or turns off some of itself modules/functions. Note the decision node cannot be completely shut down; at least the wake-up timer needs to run, and a circuit/module needs to be active in order to wake up the decision node when the timer expires. Optionally, a transceiver and RF chain needs to be active in order to receive wake-up instructions from other nodes, such as from the coverage node.
Step 10: NG-RAN node 1 is in sleep state. Note the following.
· UEs in idle or inactive state may find out, during the sleeping period, that are not able to connect to node 1. In this case these UEs need to perform cell reselection.
· New UEs just powered on in its serving area will have to connect to node 2 or other neighboring nodes. Optionally, the neighboring nodes may collect the information on the number of new UEs in the sleeping node’s serving area. This number can be used to determine whether it is necessary to wake up node 1.
· Node 1 may be an anchor node for some UEs. Therefore, it needs to maintain communications with its neighboring nodes. In this case, node 1 should only shut down its air interface for UE connections; it should maintain connections to its neighboring nodes in case they will contact it for the information of those UEs.
Step 11: Optionally, if NG-RAN node 2 decide to wake up NG-RAN node 1, and NG-RAN node 1 has the capability to be waken up, then NG-RAN node 2 can send a wake-up signal to NG-RAN node 1 to wake it up. Note in this case NG-RAN node 2 can be a coverage node.
Step 12: If not waken up by NG-RAN node 2, NG-RAN node 1 wakes up when its sleeping timer expires.
Step 13: UE sends performance feedback to NG-RAN node 2. Note, timing wise, this may occur before node 1 wakes up.
Step 14: NG-RAN node 2 sends performance feedback to NG-RAN node 1. This feedback may include the feedback it received from UE.
Step 15: NG-RAN node 1 performs evaluation and model update based on the feedbacks received from NG-RAN node 2.

Proposal 1: RAN3 to discuss the AI/ML based energy saving procedures in more details. The procedures shown in Figure 2-1 and 2-2 can be starting points for the two different options.
2.2 Input, Output and Feedback
2.2.1 Input to AI/ML-based Network Energy Saving
The following were agreed at RAN3 meeting 113e.
· To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
· Current/Predicted resource status of ES-Cell and its neighbour nodes 
· Current/Predicted energy information of ES-Cell and its neighbour nodes 
· UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc)
[bookmark: _Hlk85659092]In addition to the above, we believe the following input information should also be considered.
· Input collected locally: UE trajectory prediction results
· Input from UE: location history (e.g., coordinates, serving cell ID), UE historical serving cells and their locations, moving velocity
· Input from neighbouring NG-RAN nodes: past handover performance information, UE performance after handover.
2.2.2 Output of AI/ML-based Network Energy Saving
The following were agreed at RAN3 meeting 113e.
· AI/ML-based network energy saving model can generate following information as output:
· Energy saving strategy
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy information
In addition to the above, we believe the following output information should also be considered.
· UE mobility prediction, which can be used to help making handover decisions.
2.2.3 Feedback to AI/ML-based Network Energy Saving
The following were agreed at RAN3 meeting 113e.
· To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:
· Load measurement
· Energy information
In addition to the above, we believe the following feedback information should also be considered.
· UE performance after handover

Proposal 2: Additional inputs, outputs and feedbacks of the network energy saving function are needed and should be discussed.
2.3 Standard Impacts
2.3.1 [bookmark: _Hlk85658169]Standard Impacts by Option 1
Impact to Uu interface
Uu interface is involved for UE to provide measurement report to Node 1 and performance feedback to Node 2.
· For measurement report:
· The information could include RSRP, RSRQ, SINR measurement and etc
· Could also include UE mobility history information for Node 1 to make mobility prediction, e.g., UE’s coordinates, serving cell ID.
· For performance feedback:
· Information could include packet loss, packet delay, average throughput etc.

Impact to Xn interface
Xn interface is involved when different NG-RAN nodes working together to save network energy. Information/signalling exchanged may include
· Predicted traffic load to be sent to neighbouring NG-RAN nodes
· Predicted resource usage to be sent to neighbouring NG-RAN nodes
· Performance feedback
· Notice of entering sleep mode (optional)
· Wake-up signal (optional)

2.3.2 Standard Impacts by Option 2
Impact to Uu interface
Uu interface is involved for UE to provide measurement report to Node 1 and performance feedback to Node 2.
· For measurement report:
· The information could include RSRP, RSRQ, SINR measurement and etc
· Could also include UE mobility history information for Node 1 to make mobility prediction, e.g., UE’s coordinates, serving cell ID.
· For performance feedback:
· Information could include packet loss, packet delay, average throughput etc.
Impact to Xn interface
Xn interface is involved when different NG-RAN nodes working together to save network energy. Information/signalling exchanged may include
· Predicted traffic load to be sent to neighbouring NG-RAN nodes
· Predicted resource usage to be sent to neighbouring NG-RAN nodes
· Performance feedback
· Notice of entering sleep mode (optional)
· Wake-up signal (optional)

[bookmark: _Hlk85703249]Proposal 3: RAN3 to discuss the standard impacts generated by implementing the network energy saving procedures.
3. Conclusion
In this contribution we discussed the procedures and message exchanges between entities involved in network energy saving, as well as input to, output from and feedback to the network energy saving function.
We therefore have the following proposals.
Proposal 1: RAN3 to discuss the AI/ML based energy saving procedures in more details. The procedures shown in Figure 2-1 and 2-2 can be starting points for two different options.
Proposal 2: Additional inputs, outputs and feedbacks of the network energy saving function are needed and should be discussed in RAN3.
Proposal 3: RAN3 to discuss the standard impacts generated by implementing the network energy saving procedures.
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