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Introduction
Last RAN3 meeting discussed the inter-donor topology redundancy, and decided to continue following topics:
For CP-UP separation scenario 2, RAN3 to discuss if an explicit request is needed for MN to indicate to SN its intention to send F1-C traffic over SRB, so that SN can establish the split-SRB.
For CP-UP separation, it needs to be finalized if both CUs are donor capable or if one of them can be non donor capable. 
A decision is expected at RAN3-114e. If no consensus, it will be decided by majority

This contribution analyses the technical detail and proposes a way forward. 
Discussion
2.1. CP-UP separation
Following issues were open in last RAN3 meeting:
For CP-UP separation scenario 2, RAN3 to discuss if an explicit request is needed for MN to indicate to SN its intention to send F1-C traffic over SRB, so that SN can establish the split-SRB.
For CP-UP separation, it needs to be finalized if both CUs are donor capable or if one of them can be non donor capable. 
A decision is expected at RAN3-114e. If no consensus, it will be decided by majority
For the 1st issue on whether an explicit request is needed for MN to indicate to SN its intention to send F1-C over SRB. In CP-UP separation scenario 2, the split SRB2 can be used to transmit F1-C traffic over SN. Current S-Node Addition/Modification Request message includes the Requested Split SRBs IE which can be set to SRB1, SRB2 or SRB1&SRB2. The behavior text for SN is:
If the S-NODE MODIFICATION REQUEST message contains the Requested Split SRBs IE, the S-NG-RAN node may use it to add split SRBs.
The split SRB may be used for other purposes, in addition to F1-C transfer. The potential benefit for the explicit request is to enable the SN should add split SRBs, instead of “may” add split SRBs. 
Observation 1: there is a benefit for explicit request. 
Proposal 1: introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB. 
For the 2nd issue on whether both CUs are donor capable, most of the companies commented that a CU can either be non-IAB-capable and not broadcast “IAB-supported” or be donor-capable and broadcast “IAB-supported”. The main question is whether need to support a 3rd type CU that do support the IAB-functionality of a “non-donor CU for CP-UP separation” and therefore broadcast “IAB-supported”, but they do not have full donor capability. This 3rd type CU has to a Rel-17 CU in order to support the CP-UP separation. This type of CU has to be deployed closely to a Donor-CU. There may not be much benefit to develop a Rel-17 CU to support CP-UP separation and broadcast “IAB-supported”, but do not support the full donor capability.   
Proposal 2: no need to support the 3rd type CU that do support the IAB-functionality of a “non-donor CU for CP-UP separation” and therefore broadcast “IAB-supported”, but they do not have full donor capability.

2.2. Inter-Donor Topology Redundancy
· Boundary node
In last meeting, RAN3 agreed some assumptions that are in RAN2 scope. For example, RAN3 assumes a single boundary node in inter-Donor Topology Redundancy. Since the BAP processing is in RAN2 scope, RAN3 agreed a LS to RAN2 about the RAN3 assumption in last meeting. RAN2 started the discussion on the boundary node, but it seems the RAN3 assumption caused many issues and debate in RAN2. 
There is another alternative that may address most of the issues raised in RAN2. In this alternative, there are two boundary nodes for each inter-topology link, one for upstream and one for downstream. Therefore, all the nodes are in one topology only, also the boundary nodes, which simplifies the configuration. The boundary node is always at the transmitting side of the inter-topology link:
-	Boundary IAB node (upstream): IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU. (IAB-2 in the figure) (same as RAN3)
-	Boundary IAB node (downstream): IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a child DU. (IAB-3 in the figure)
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Figure 1: a) Inter-CU topology redundancy and b) inter-CU partial migration
Thus, in Figure 1, the upstream boundary node IAB2 is and remains in green topology and the downstream boundary node IAB3 in the blue topology. The link between the boundary nodes is an inter-topology link. With this modelling, the header rewriting for inter-topology links always happens in the transmitter side of the inter-topology link and, therefore, all IAB-nodes always receive BAP PDUs with Routing IDs from its own topology. Rel16 spec can be reused for the receiving side of inter-topology links.
With this modelling, inter-topology routing becomes very simple:
-	normal Rel16 routing or rerouting is performed based on the Routing ID in the BAP PDU header
-	if the selected egress link is an inter-topology link, then the Routing ID in the BAP PDU header is rewritten with the configured New Routing ID
-	New Routing ID can be added to the routing configuration for those entries whose Next Hop node is in the other topology
[bookmark: _Hlk85724201]One of the benefits of this modelling is that upstream and downstream behaviour remain the same as Rel16, i.e., there is no need to have separate behaviour for upstream and downstream. This is different to the single boundary node option where the boundary node needs to additionally consider the ingress topology information for the UL. 
In both alternatives (i.e. single boundary node or two boundary nodes), the major impact to RAN3 is the information exchanged over the Xn interface, and F1 interface to configure the boundary node. 
For Xn interface:
· In single boundary node, CU1 receive the UL egress routing ID, and the DL ingress routing ID used in the CU2’s topology, from CU2 over Xn.  
· In two boundary node, CU1 send the DL ingress Routing ID to CU2, and receive the UL egress routing ID from CU2.
For F1 interface:
· In single boundary node, CU1 configure the boundary IAB (i.e. IAB2) for the following routing configuration
· For DL, {ingress topology, ingress routing ID, egress routing ID, next hop BAP address}
· For UL, {ingress routing ID, egress routing ID, next hop BAP address}
Please NOTE: CU2 still need to configure IAB3 for the routing, but not for the BAP re-writing.
· In two boundary node, CU1 configures its boundary IAB (i.e. IAB2) with {ingress routing ID, egress routing ID, next hop BAP address} for UL. CU2 configures its boundary IAB (i.e. IAB3) with {ingress routing ID, egress routing ID, next hop BAP address}. 
Please NOTE: CU2 initiates one F1AP procedure to configure the routing (including the BAP re-writing) in IAB3.

Based on the above analysis, the impact to RAN3 is relatively small, we propose to not exclude other options of the boundary node until RAN2 makes a decision on the boundary node. RAN3 can discuss the common part that are not affected by RAN2 decision. For example, the BAP header rewriting is from the ingress routing ID to egress routing ID, and the new Egress Routing ID is to be added in the BAP MAPPING CONFIGURATION message. In case RAN2 decided additional information is needed, RAN3 can update the routing table accordingly. 
Possible enhancement to F1AP is shown as below:
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This message is sent by the gNB-CU to provide the backhaul routing information and/or traffic mapping information to the gNB-DU.
Direction: gNB-CU ® gNB-DU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	BH Routing Information Added List
	
	0...1
	
	
	YES
	ignore

	>BH Routing Information Added List Item
	
	1.. <maxnoofRoutingEntries>
	
	
	EACH
	ignore

	>>BAP Routing ID
	M
	
	9.3.1.110
	
	-
	

	>>Next-Hop BAP Address
	M
	
	9.3.1.111
	Indicates the BAP address of the next hop IAB-node or IAB-donor-DU.
	-
	

	>>Egress BAP Routing ID
	O
	
	9.3.1.110
	Indicates the Routing ID used in another topology, when the next hop IAB-node or IAB-donor-DU is in another topology.
	-
	

	BH Routing Information Removed List
	
	0...1
	
	
	YES
	ignore

	>BH Routing Information Removed List Item
	
	1.. <maxnoofRoutingEntries>
	
	
	EACH
	ignore

	>>BAP Routing ID
	M
	
	9.3.1.110
	
	-
	

	Traffic Mapping Information
	O
	
	9.3.1.95
	
	YES
	ignore




Proposal 3: RAN3 agree the BAP header rewriting is from the ingress routing ID to egress routing ID, and the new Egress BAP Routing ID is to be added in the BAP MAPPING CONFIGURATION message. 

·  the establishment of BH RLC CH in target path
During the XnAP S-NG-RAN node Addition Preparation procedure, a default BH RLC CH may be established. It is unclear whether the additional BH RLC CHs (e.g. to be used for the offloaded F1-U traffic) are established during the XnAP S-NG-RAN node Addition Preparation procedure. This issue also applies to the XnAP HO preparation procedure during the inter-Donor migration. 
One option is to establish Additional BH RLC CHs during XnAP S-NG-RAN node Addition Preparation procedure, via the additional QoS information in the S-NODE ADDITION REQUEST message. Donor1 includes the additional QoS information in the request message. Donor2 then establishes the related BH RLC CH. In Topology Redundancy case, both MN and SN can be Donor-capable. 
When Donor1 is the Donor for the boundary node
The Donor1 can initiate the BH RLC CH setup/modification/release. The Donor2 can also initiate the BH RLC CH modification/release. So the additional QoS need to be added in following procedures
 + S-NG-RAN node Addition Preparation procedure
 + M-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure
 + S-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure

When Donor2 is the Donor for the boundary node
The Donor2 can initiate the BH RLC CH setup/modification/release. The additional QoS need to be added in following procedures
+ S-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure

Donor2 may use a different policy for traffic mapping. So Donor1 needs to provide the QoS information for the offloaded traffic. It is up to Donor2 to determine the required BH RLC CHs. The XnAP procedure needs to support the request for offloaded traffic, modify the offloaded traffic, and stop the traffic offload. It is preferred to use a separate procedure(s). An example procedure is as below:
· Donor1 send the traffic offload request to Donor2. The Request includes the QoS for each offloaded F1-U tunnel.
· Donor2 determines the traffic mapping and required BH RLC CH in its topology. For example, F1-U tunnel #1 and #2 are mapped to BH RLC CH#1, and tunnel #3 is mapped to BH RLC CH#2. Donor2 reply Donor1 with the determined mapping, QoS of the BH RLC CH, etc. 
· Donor1 configures the traffic mapping in its topology (i.e. the descendant IABs) to align with the mapping in Donor2. 
This ensures the DL mapping in the boundary node is from 1:1 or N:1 mapping.
For UL, Donor1 configures the UL Routing ID and mapping in the descendant IAB, and ensure the mapped traffic does not cause N:1 mapping in Donor2’s topology.
In case Donor1 already configures the traffic mapping in the descendant IABs, Donor1 may include current traffic mapping info, e.g. F1-U tunnel #1 and #2 share one BH RLC CH, to Donor2. Donor2 then setup/modify the BH RLC CHs accordingly. 
Proposal 4: the additional BH RLC CHs may be established/modified/released during the S-NG-RAN node Addition/Modification Preparation procedure. 

· QoS of the UE traffic of descendant IAB
Last RAN3 meeting agreed 
2c: For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.

But there is no agreement on the UE traffic of descendant IAB. Donor2 need to know the QoS for the offloaded traffic in order to setup/modify the BH RLC CH towards the boundary IAB. 

After the BH RLC CH is setup in Donor2’s topology, Donor2-CU need to configure the IP-to-layer-2 traffic mapping in Donor2-DU. The DL traffic mapping in Donor2-DU is performed per DL F1-U tunnel, so Donor2-CU need to know the information of each DL F1-U tunnel, e.g. QoS, the destination IP address of the descendant IAB if the IP address was assigned to descendant IAB in an early step, etc. It is up to Donor2-CU to determine the IP-to-layer-2 traffic mapping performed in the Donor2-DU. Donor1 only need to provide the QoS of the descendant IAB’s F1-U tunnel to Donor2. 

A new XnAP procedure is needed to request the traffic offload (which may trigger the non-F1-termination Donor to setup/modify/release the related BH RLC Channel towards the boundary node) and performs the related mapping/routing configuration. This XnAP procedure can provide the necessary information for Donor1-CU to send the DL traffic to be routed via Donor2’s topology, and to configure the boundary/descendant IAB for UL routing.

The F1-termination CU send a request with following information to non-F1-termination CU:
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for each F1-U tunnel.
· It is up to Donor2-CU to determine the traffic mapping in Donor2-DU, e.g. map one or more F1-U tunnels to a BH RLC CH. 
· For C-plane traffic, the traffic type, e.g. UE-associated F1AP, non-UE-associated F1AP, etc.
· DL Routing ID, which is to be used by the boundary IAB (e.g., Donor2-DU) to replace the DL Routing ID used in Donor2’s topology with the DL Routing ID used in Donor1’s topology. (needed for header rewriting)
· The ID of the boundary IAB in case this is a non-UE associated procedure
The non-F1-termination CU reply with following information
· For each offloaded traffic, 
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
· Ingress BH RLC CH ID for DL and Egress BH RLC CH ID for UL.
It may be possible to introduce one new XnAP procedure for both IP address assignment and for BH RLC channel management, etc. The same IE can be reused for S-NG-RAN node Addition/Modification Preparation procedure
Proposal 5: introduce a new XnAP procedure to request the traffic offload. The information exchanged between the 2 Donors include:
· the Request message from the F1-termination CU to non-F1-termination CU may include
· The indication of C-plane traffic or U-plane traffic 
· For U-plane traffic, the QoS information for each F1-U tunnel.
· For C-plane traffic, the traffic type, e.g. UE-associated F1AP, non-UE-associated F1AP, etc.
· DL Routing ID, which is to be used by the boundary IAB (e.g., Donor2-DU) to replace the DL Routing ID used in Donor2’s topology with the DL Routing ID used in Donor1’s topology. (needed for header rewriting)
· The ID of the boundary IAB in case this is a non-UE associated procedure
· The reply from the non-F1-termination CU may include:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
· Ingress BH RLC CH ID for DL and Egress BH RLC CH ID for UL, which is related to the boundary IAB.
[bookmark: _Ref61525170]
Conclusion
In this contribution, we have analysed CU/UP separation and inter-CU topology redundancy. Our proposal is: 
For CP/UP separation:
Observation 1: there is a benefit for explicit request. 
Proposal 1: introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB. 
Proposal 2: no need to support the 3rd type CU that do support the IAB-functionality of a “non-donor CU for CP-UP separation” and therefore broadcast “IAB-supported”, but they do not have full donor capability.

For inter-donor Topology Redundancy:
Proposal 3: RAN3 agree the BAP header rewriting is from the ingress routing ID to egress routing ID, and the new Egress BAP Routing ID is to be added in the BAP MAPPING CONFIGURATION message. 
Proposal 4: the additional BH RLC CHs may be established/modified/released during the S-NG-RAN node Addition/Modification Preparation procedure. 
Proposal 5: introduce a new XnAP procedure to request the traffic offload. The information exchanged between the 2 Donors include:
· the Request message from the F1-termination CU to non-F1-termination CU may include
· The indication of C-plane traffic or U-plane traffic 
· For U-plane traffic, the QoS information for each F1-U tunnel.
· For C-plane traffic, the traffic type, e.g. UE-associated F1AP, non-UE-associated F1AP, etc.
· DL Routing ID, which is to be used by the boundary IAB (e.g., Donor2-DU) to replace the DL Routing ID used in Donor2’s topology with the DL Routing ID used in Donor1’s topology. (needed for header rewriting)
· The ID of the boundary IAB in case this is a non-UE associated procedure
· The reply from the non-F1-termination CU may include:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
· Ingress BH RLC CH ID for DL and Egress BH RLC CH ID for UL, which is related to the boundary IAB.
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