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Introduction
In this paper we further elaborate on the use case concerning network energy saving using Artificial Intelligence/Machine Learning. 

Current NR design includes support of energy saving features limited to cell activation/ eactivation. Even for the case of cell deactivation, the RAN node performs energy saving actions without considering the implication of the decision on the overall network energy consumption. In principle, efficient energy consumption can be achieved by other means such as reduction of load, coverage modification, or other RAN configuration adjustments. The optimal energy saving decision depends on many factors including the load situation at different nodes, RAN nodes capabilities, KPI/QoS requirements, number of active UEs and UE mobility, cell utilization, etc. 

Problems and solutions to existing TR
In the current TR, the solution mainly comprise energy saving due to handover of UEs. The solution should not only be limited to such decisions, which should be seen as an exemplary action. 

Observation 1 The energy saving decisions are not limited to energy saving due to handover action(s), which should be seen as an example of an energy saving action

If two NG-RAN nodes simultaneously perform energy saving actions, it can be challenging to understand which action that caused a certain KPI impact. To mitigate this issue, one potential solution is allowing a neighboring NG-RAN node to receive an indication of the type of action, to evaluate how beneficial that would be and to accept or reject the action/decision. 
The neighboring node can for example send a reject in case it is currently assessing the KPI impact of another energy saving decision. Another cause of a reject message is when it cannot handle the offloading of traffic from the source NG-RAN node, proposed by the ML-based energy saving prediction. For example, it cannot receive the amount of load that its neighboring NG-RAN node desires to offload in order to achieve better energy efficiency. Another cause for rejection could be that, which the action suggested by the source node may imply a gain in energy efficiency at the source, such action causes a considerable deterioration of energy efficiency at target RAN. 
To limit the risk of this back and forth signaling of potential energy saving decisions, one alternative is sending multiple energy saving decision proposals from source RAN to Target RAN, which the neighboring NG-RAN node can accept/reject. In other words, when phrased as a reinforcement learning (RL) problem, the neighboring node can send a reject message when the proposed decision is likely to imply a high negative reward. There will be lot of unnecessary iterations for an RL-agent to understand which decision that results in a large negative reward from the second node if no reject/accept message is present. 

Proposal 2 An NG-RAN node should be able to accept/reject energy saving decision proposals signalled by a neighboring NG-RAN node

Moreover, it is important for an NG-RAN node to subscribe and receive feedback from neighboring nodes related to their performance change after the energy saving decision is taken. This is necessary to allow an ML-based solution to optimize for reducing the overall energy consumption.

Proposal 3 To understand the KPI impact due to energy saving decisions taken in one NG-RAN node, add a subscription for a neighboring NG-RAN node KPI impact feedback

The current TP included a model located in the NG-RAN node 2, it is unclear what the role of this model is, one interpretation is to indicate energy strategy decisions, another that it can indicate forecasted information such as load or energy values. Based on the unclarities on what type of model that is intended, our view is that it should be omitted from the flowchart.

Proposal 4 Remove AI/ML model in NG-RAN node 2 from flowchart

Proposal 5 Agree on the updated flowcharts in appendix

Conclusion
This paper analysed the Energy Efficiency AI/ML use case and derived the following:
Proposal 1 The energy saving decisions are not limited to energy saving due to handover action(s), it should be seen as an example of an energy saving action

Proposal 2 An NG-RAN node should be able to accept/reject energy saving decision proposals in a neighboring NG-RAN node

Proposal 3 To understand the KPI impact due to energy saving decisions in one NG-RAN node, add a subscription for a neighboring NG-RAN node KPI impact feedback

Proposal 4 Remove AI/ML model in NG-RAN node 2 from flowchart

Proposal 5 Agree on the updated flowcharts in appendix

Annex – TP for TR 37.817
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
5.1.2.1	Model Training at OAM and Model Inference at NG-RAN
In this solution, NG-RAN predicts energy saving decisions by AI/ML model trained from OAM.
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Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN

Step 0: NG-RAN node 1 is assumed to have a AI/ML model trained by OAM, NG-RAN node 2 is assumed to have a AI/ML model trained by OAM optionally.. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as forecasted load and/or forecasted energy information.
Step 1a-1b: NG-RAN node 1 subscribes to inputs from NG-RAN node 2. NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2a-2b: NG-RAN node 1 may configures UE measurements to receive input data from the UE. UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 3: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving predictions for a set of possible actions, e.g. mobilitystrategy, handover strategy, etc). 
Step 4a-4b: NG-RAN node 1 indicates its energy saving optimization proposals (energy strategy), with associated energy saving estimation. NG-RAN node 2 sends an accept/reject response, for each of the offloading optimization proposals. The accept/reject can also include a more detailed information, such as expected energy consumption change.
Step 5: Actuate energy saving decision, for example NG-RAN node 1 selects the most appropriate target cell for each UE and it performs handovers accordingly. NG-RAN node 1 goes to the predicted energy state.
Step 6a-6b: NG-RAN node 1 subscribes to performance data from NG-RAN node 2. NG-RAN node 2 signals performance data to NG-RAN node 1.
NG-RAN node 1 selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.
Step 75: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.
5.1.2.2	Model Training and Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 
Editor’s Notes: FFS on data collection.
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Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN
Step 1: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as forecasted load and/or forecasted energy informationAI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.
Step 2 a-2b: NG-RAN node 1 subscribes to inputs from NG-RAN node 2.: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 3a-3b: NG-RAN node 1 may configures UE measurements to receive input data from the UE. 3: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 4: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving predictions for a set of possible actions, e.g. mobilitystrategy, handover strategy, etc). 
Step 5a-5b: NG-RAN node 1 indicates its energy saving optimization proposals (energy strategy), with associated energy saving estimation. NG-RAN node 2 sends an accept/reject response, for each of the offloading optimization proposals. The accept/reject can also include a more detailed information, such as expected energy consumption change.
Step 6: Actuate energy saving decision, for example NG-RAN node 1 selects the most appropriate target cell for each UE and it performs handovers accordingly. NG-RAN node 1 goes to the predicted energy state.

5: NG-RAN node 1 selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.
Step 7a-7b6: NG-RAN node 1 subscribes to feedback from NG-RAN node 2.  NG-RAN node 2 provides feedback to NG-RAN node 1.
5.1.2.3	Input of AI/ML-based Network Energy Saving
To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
1. Current/Predicted resource status of ES-Cell and its neighbor nodes 
1. Current/Predicted energy information of ES-Cell and its neighbor nodes 
1. UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS energy information is exact energy consumption value or energy efficiency gain.
5.1.2.4	Output of AI/ML-based Network Energy Saving
AI/ML-based network energy saving model can generate following information as output:
1. One or more Eenergy saving strategy with associated estimated gains
1. Handover strategy, including recommended candidate cells for taking over the traffic
1. Predicted energy information 
Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision.

5.1.2.5	Feedback of AI/ML-based Network Energy Saving
To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:
1. Load measurement
1. Energy information 
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.
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