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We have received an LS from RAN2 on NR MBS Paging in R3-214684/R2-2108914 with the following statement:
RAN2 considered two options for paging for multicast session activation notification for RRC_IDLE/ RRC_INACTIVE UEs as
· Option 1: Paging for multicast session activation notification is used in all legacy Paging Occasions (POs).
· Option 2: Paging for multicast session activation notification is used in the relevant legacy POs for the UEs with non-activated multicast session(s). 
Further, RAN2 understands that option 2 is paging resource efficient and has made agreement for option 2, subject to RAN3 confirmation.
This document discusses the implications.
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2.1	RAN 2 Status on Group Paging on NR/5MBS
RAN2 has agreed group paging approach for MC NR MBS which uses legacy Paging Occasions each UE would listen to rather than introducing new POs/a new POs. This allows the UE to save power, as it would only listen to a single, UE specific PO, rather than listening to a service (or feature) specific PO. In the eternal struggle between the basic question “should rather UE or the network spend respective effort”, the network side achieved second place.
2.2	Overall 5GS Status on Group Paging for NR/5MBS
What is the status of the overall 5GS Group Paging processes defined in TS 23.247 Section 7.2.5.2 for the MBS session activation procedure including processes necessary in NG-RAN?
The overall processes can be depicted as follows:


Figure: MBS Session activation procedure and processes for Group Paging IDLE  UEs
The following processes are necessary:
SMF: Upon Session Activation trigger (step 2 in Figure 7.2.5.2-1 in TS 23.247) the SMF has to determine all PDU Session contexts which contain the TMGI of the MBS Session to be activated which do not have the N3 UP activated
SMF to AMF(s): GroupReachabilityRequest (TMGI, List of UEs (SUPI))
AMF: 	determine all UE contexts with CM State = CM_IDLE and
	order the resulting list containing UE Paging Identies along the following possible criteria
		-	gNBs (i.e. generate one UE list per gNB)
		-	Registration Area
		-	Paging Assistance Info
AMF to gNB: Multicast Group Paging (list of 5G-S-TMSI associated with paging area information)
gNB:	determine POs per cell based on information received from AMF
We can make the following immediate observations:
Observation 1:	For each MBS Session Activation occasion, the respective processes would need to create Group Paging Information (basically list of UEs or derived lists) by examining a potentially large data base more than once (AMFs and SMFs, for RRC_INACTIVE also within the gNB). The creation of such information is not always possible to be performed in advance to MBS Session Activation.
Observation 2:	The computational effort grows with the size of the related data bases (PDU Sessions/UE Contexts).
Observation 3:	The significance of the computational effort and the related timing aspect is given by the fact that the current scheme does not - always - allow to create and maintain Group Paging Information in advance to MBS Session Activation. 
Observation 4:	Paging Resource efficiency, assumed by RAN2 to be an important design criterion for the design of the overall MBS Group Paging function may require Paging Optimisations to be taken into account, at least in their most basic form, e.g. first paging attempt only within the last serving cell.
Observation 5: An obvious consequence of aiming at paging resource efficiency is the overall 5GS responsiveness, i.e. the delay between the (application) trigger at Session Activation and all of the joined UEs able to start receiving MC user data.
Observation 6:	There is obviously a relation between the computational effort spent for creating Group Paging Information, the way how Paging Optimisation schemes are applied to achieve paging resource efficiency and the responsiveness of MBS Group Paging.
2.3	Possible Strategies and approaches for multicast Group Paging
Taking the current status of discussions (RAN2/3) and specifications (SA2) there are several strategies and approaches possible, some of them emphasizing certain performance aspects. Note, that strategies could be combined, strategies could be also ordered in an “escalation scheme”, i.e. a node starts with the optimum approach and if the computational effort grows, it changes to coarser schemes.
One should bear in mind, that the result of such discussions would be to have a better understanding which information would be necessary on NG/Xn interface for Multicast Group Paging and finally to answer whether RAN2 Group Paging approach is agreeable.
2.3.1	“Option 1.” from RAN2 LS - seize all legacy POs
Not preferred by RAN2 as per their LS. And indeed, using up all legacy POs within a DRX cycle would not be paging resource efficient and may unnecessarily add a paging record to a PO which could cause delay of paging for other use cases (dedicated or group). Whether such blocking situation can occur depends on how well POs are distributed, for sure UEs listening to “their” PO would need to read through all paging records.
It has to be, however, noted, that with growing numbers of UEs present in a certain area, the likelihood grows that a substantial number of POs would anyhow need to be used.
2.3.2	Optimise the paging area
As an example, if the involved nodes know that the number joined UEs in CM_IDLE is large (i.e. beyond a deployment/implementation specific number), 5GS may decide to rather optimise the paging area only and follow “Option 1”. Optimising the paging area would need to take into account information defined for paging optimisations for unicast. Such approach may be based on accepting deliberately the risk of paging repetitions for (hopefully) a low number of UEs that could not be reached. Whether the resource usage when escalating the paging area at paging repetition is acceptable has to be evaluated by the involved nodes.
2.3.3	RAN2 contradicting themselves?
We received an LS from RAN2 in R3-211515/R2-2104655, where RAN2 raised concerns about applying individual delivery of multicast traffic to UEs in non-supporting NG-RAN nodes, stating the following:
Some companies are concerned about scalability issue when using legacy unicast paging if a large number of MBS users are served by non-supporting NG-RAN node (e.g. comparable to the number of users receiving an MBS service under MBS supporting node). However, majority of companies believes such scenario should be prevented by configuring/deploying the nodes to be MBS supporting node whenever there is sufficient demand. If a node covering large number of MBS UEs is configured/deployed as MBS non-supporting node, then radio resources capacity can be exceeded not only for paging channel, but also for data channels.
It seems obvious that RAN2’s conditional agreement to select option 2 will end up in option 1 if the number of UEs to be “group”-paged exceeds a certain limit, which would most likely force the network to revert to option 1 in any case, either due to time constraints to reach all multicast group members, discouraging to minimise the paging resource utilisation, or due the fact that the number of UEs would end up near option 1 anyhow. 
Option 1, however, would contradict the general engineering virtue to use resources economically.
Observation 7:	There seems to be a contradiction between statements received from RAN2 (R2-2104655) and the LS received for this meeting in R2-2108914. Option 2 will end up in option 1 if the number of UEs exceeds a certain limit.
2.3.4	Combining pages for RRC_IDLE and RRC_INACTIVE UEs and paging information from all connected AMFs
UEs listen to the same POs in RRC_IDLE and RRC_INACTIVE. In order to optimise paging resource usage, NG-RAN should aim to combine paging of RRC_IDLE and RRC_INACTIVE UEs. The difficulty in doing so is that the triggers for RRC_IDLE and RRC_INACTIVE paging come from different NG messages. We should re-consider the NG related RAN3 decisions to not combine group paging with Session Activation.
Further NG-RAN should also combine paging information received from all connected AMFs, which adds another level of complexity.
Observation 8:	Minimise paging resource usage for IDLE and INACTIVE UEs and combining paging information from several connected AMFs adds further complexity/challenges to the gNB. RAN3 could consider to combine Session Activation and Group Paging on NG.
2.3.5	Optimise the overall delay performance of the multicast Group paging
We are looking at the following aspects:
signalling: The larger the group of joined UEs in CM_IDLE, the larger the respective signalling effort in between involved interfaces. 
processing: The signalling effort always come with processing effort, especially when the UE identifiers provide require access databases one by one.
involved 5GS entities: it is quite obvious, as discussed several times, that involving the SMF in order to identify UEs in CM_IDLE requires first to identify associated PDU Sessions w/o N3 UP in order to allow the UE to identify the IDLE UEs. This is clearly suboptimum and should be changed by allowing the AMF to also hold join information. period.
ability to pre-process Group Paging Information: If PDU/UE Context data held in the involved nodes allows the association of information (i.e. join status/CM state) in a way, that Group Paging Information can be maintained for immediate use at MBS Session Activation, this can greatly contribute to reduce the overall delay performance of MBS Session activation. 
Pre-processing of Group Paging Information may be pushed as far as even pre-processing the POs in the 5GC (AMF), associated with the paging area information on where to apply the POs.
2.4	Resulting Observations
As a kind of first summary some resulting observations:
Observation r1: The RAN2 decision to rather utilise UE specific POs result in a non-negligible processing effort and paging resource usage on the network side which contradicts the aim to enable paging resource efficiency, as communicated by RAN2.
Observation r2: Current distribution of information in the 5GS system (RAN/AMF/SMF) requires examining (PDU/UE) context databases several times (i.e. more than once) w/o the possibility to pre-collect and maintain Group Paging Related information for immediate usage at MBS Session Activation.
Observation r3: Processing Group Paging Information associated with a list of UE identifiers Current distribution should be limited in case the number of UE IDs contains is “uncomfortably” large. Escalation strategies in terms of Paging Area or PO usage are expected to be meet a well-balanced trade-off between processing effort and resource usage.
Observation r4: Applying Paging Optimisations introduced for UE individual paging may also be applied for multicast group paging, if the size of the group is kept within a reasonable limit.
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We propose:
Proposal 1:	Communicate Observations r1 and r2 to RAN2 and SA2.
Proposal 2:	Allow several strategies to optimise Multicast Group Paging along different aspects (mainly responsiveness as a result of signalling/processing effort versus paging resource usage).
Proposal 3:	Overall, limit the size of the NG/Xn Multicast Group Paging message if the Group Paging Information is associated a list of UE (Paging) Identities.
Proposal 4:	Reconsider combining Group Paging and session activation on NG to allow combining RRC_IDLE and RRC_INACTIVE paging.
Final Proposal: Agree on the draft Reply LS in R3-215193
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