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1. Introduction

In last RAN3 meeting, some agreements on load balancing were achieved as below:
Proposal 1: The following solutions for the Load Balancing use case included in the TR: 

· AI/ML Training is located in the OAM and AI/ML Inference is located in the gNB. 

· AI/ML Training and AI/ML inference are located in the gNB (e.g., for online training). 

Proposal 2: In CU-DU split, the following solutions for the Load Balancing use case are included in the TR: 

· AI/ML Training is located in the OAM and AI/ML Inference is located in the gNB-CU. 

· AI/ML Training and Inference are located in the gNB-CU. 

· Other solutions are FFS.

Proposal 3: We do not need categorization of the AI/ML Load Balancing solution in AI/ML assisted or AI/ML generated.

Proposal 4: gNBs may signal load predictions to each other over Xn interface. It is FFS whether a gNB-CU may request load predictions from a gNB-DU it manages.

Proposal 5: It is FFS whether prediction accuracy, validity time, deadline need to be signaled in the input/output of AI/ML inference. More clarifications/definitions are needed for their definition and usability.
Proposal 6: If existing UE measurements are needed by a gNB for the load balancing use case, RAN3 shall consider the MDT framework as a baseline. FFS whether new RRC signaling is needed.

Proposal 7: Agree the TP on AI/ML Load Balancing use case.
In this contribution, we will continue discussing the open issues and provide our point of view.
2. Discussion
At last RAN3 meeting, an agreement on introducing load predictions over Xn interface has been achieved. Besides it, there is a FFS on whether prediction accuracy, validity time, deadline by which predictions must be provided need to be signaled in the input/output of AI/ML inference.
According to email discussion, many companies believe it is beneficial to include validity time, deadline by which predictions must be provided in Xn interface. As for me, we think this information is useful for NR-RAN to determine how to use load predictions received from other nodes and shall be transferred accompanied with load predictions.
As for prediction accuracy, it may need further discussion on how to use it.
Proposal 1: It is proposed to include validity time and deadline by which predictions must be provided in Xn interface besides load predictions.
In addition to the above information, whether the load will increase or decrease in the further, i.e. the load growth trend, may be also useful. If the load of neighbor cell is predicted to increase continuously during a period of time, even if the current load and predicted load is not too high, we may deprioritize the selection of the cell to offload.
Only an indicator for load increase or decrease cannot provide enough information for AI/ML inference. We may need to define precisely how much load have been increased or decreased per unit time. 
For the load growth trend, there may be also a period of time during which the load keeps increasing or decreasing.
Proposal 2: It is proposed to include load growth trend related information in Xn interface which may be needed by the input/output of AI/ML inference, it may include: load increase or decrease indicator, load variation per unit time, validity time.
In real application, most of the time a cluster of cells which serve hot spots may be predicted to be overloaded at the same time in the future. After receiving the load predictions, NG-RAN may begin to offload to neighbor cells if they are not fully occupied. It may lead to a NG-RAN receiving more load from many neighbor cells than predicted because each of neighbor cell may believe it can use all of the free resources. To solve this issue, a notification may be needed before offloading, i.e. the quantity of load which plan to offload to neighbor cell may be transferred in Xn interface. Besides it, the time related information may be also introduced to indicate how long it will take to complete the offloading. A response message may be needed to accept, reject or providing with an acceptable load to neighbor cell.
The quantity of load which plan to offload and time information may be used as the input of AI/ML inference which can update the prediction and make it more accurate.

Proposal 3: After receiving load predictions, an inter-action between neighbour cells may be needed to coordinate the quantity of load which plan to offload and time related information.
3. Conclusion

Based on analysis above, we have the following proposals:
Proposal 1: It is proposed to include validity time and deadline by which predictions must be provided in Xn interface besides load predictions.
Proposal 2: It is proposed to include load growth trend related information in Xn interface which may be needed by the input/output of AI/ML inference, it may include: load increase or decrease indicator, load variation per unit time, validity time.
Proposal 3: After receiving load predictions, an inter-action between neighbour cells may be needed to coordinate the quantity of load which plan to offload and time related information.
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Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces

The following solutions can be considered for supporting AI/ML-based load balancing:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

· AI/ML Model Training and Model Inference are both located in the gNB-CU.

Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS.  

To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node.  Besides load predictions, other related parameters such as  validity time and deadline by which predictions must be provided can be also requested.
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load growth trend from a neighbouring node, including load increase or decrease indicator, load variation per unit time and validity time.
After receiving the load predictions, neighbour cells can exchange load balancing plan, including the quantity of load which plan to offload and time related information.
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
